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Abstract: The PUNCH4NFDI consortium brings together scientists from the German
particle physics, hadron and nuclear physics, astronomy, and astro-particle physics
communities to improve the management and (re-)use of scientific data from these in-
terrelated communities. The PUNCH sciences have a long tradition of building large
instruments that are planned, constructed and operated by international collaborations.
While the large collaborations typically employ advanced tools for data management
and distribution, smaller-scale experiments often suffer from very limited resources to
address these aspects. One of the aims of the consortium is to evaluate and enable
or adopt existing solutions. Instances of a prototype federated and distributed com-
puting and storage infrastructure have been set up at a handful of sites in Germany.
This prototype is used to gain experience in running of scientific workflows to further
guide the development of the Science Data Platform, which is an overarching goal of
the consortium.
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The PUNCH4NFDI (Particle, Universe, NuClei & Hadron physics) consortium [1]
brings together scientists from the German particle physics, hadron and nuclear physics,
astronomy, and astro-particle physics communities to improve the management and
(re-)use of scientific data from these interrelated communities. The PUNCH sciences
have a long tradition of building large instruments that are planned, constructed and
operated by international collaborations. Flagship examples are the particle physics
experiments at the Large Hadron Collider (LHC) at CERN, which produce tens of
petabytes per experiment per year, complemented by a similar amount of simulated
Monte Carlo data. To store, process and analyse this data, the Worldwide LHC Com-
puting Grid (WLCG) [2] has been established, comprising more than 160 computing
centres around the world, providing more than one million CPU cores, almost 1 ex-
abyte of disk space and around 1.5 exabytes of archival storage. By the end of the
decade, the upgraded HL-LHC (High Luminosity LHC) is expected to begin taking data,
requiring about an order of magnitude more CPU and storage capacity. Astronomical
facilities do not yet reach the same scale but will soon catch up. Currently the radio in-
terferometer LOFAR already relies on a federated Long Term Archive (LOFAR LTA) that
holds over 50 petabytes of intermediary data products. The flagship (radio) astronomy
project, the Square Kilometre Array (SKA), will have similar requirements as LHC-HL
around the same time.

Although the flagship experiments are the most visible, to answer the scientific ques-
tions addressed in the PUNCH communities, many medium or small experiments are
needed, each addressing a very specific scientific measurement. The amount of data
produced in these experiments is typically much smaller, but issues of data manage-
ment and long-term archiving are often not addressed as systematically as in the large
experiments. It should be noted that the astronomy community has a long tradition
of making scientific data open, including the definition of data formats and exchange
protocols.

PUNCH4NFDI aims to combine the expertise of the sub-communities and to fur-
ther develop the tools and to facilitate access to resources for storing, publishing and
analysing data and software across all PUNCH4NFDI communities. For example,
smaller experiments can benefit from the tools and methods developed for the flagship
experiments. For some of the tasks, existing solutions can be adopted, while for others
new solutions will be required. PUNCH4NFDI provides the forum for the knowledge
transfer. Another important aspect is the ability to share existing and future computing
infrastructure across the boundaries of experiments and communities for efficient use.

In this contribution, the focus is on the Compute4PUNCH and Storage4PUNCH con-
cepts that are being developed to provide seamless and federated access to the wide
variety of compute and storage systems provided by the participating communities to
meet their diverse needs. Figure 1 depicts an architecture sketch. Both concepts in-
clude state-of-the-art technologies such as a token-based AAl for standardised access
to compute and storage resources. For a first implementation of a PUNCH AAl, the
consortium has adopted the Helmholtz AAI. Due to the diverse international partici-
pation, the AAI has to interact with existing or developing AAl structures such as the
SciTokens [3] used in WLCG or EGI-Checkin and other EOSC-related implementations.

In a prototype distributed infrastructure setup, heterogeneous HPC, HTC and cloud
compute resources provided by the community are dynamically and transparently inte-
grated into a federated HTCondor-based overlay batch system using the COBaLD/TARDIS
resource meta-scheduler [4]. Traditional login nodes and a JupyterHub provide entry
points to the full landscape of available compute resources. Scientific software is dis-
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tributed using the latest container technology and the CERN Virtual Machine File Sys-
tem (CVMFES) [5], which has been proven to allow replication of once centrally installed
software to tens of thousands of globally distributed compute nodes via layers of HTTP
Squid caches.

In Storage4PUNCH, community-supplied storage systems, mainly based on dCache [6]
or XRootD technology, is federated into a common infrastructure using methods well
established in the wider HEP community. Existing solutions that allow coherent man-
agement of files, which can be grouped into datasets, across multiple geographical
locations will be evaluated. These systems provide methods for ‘technical metadata’ to
manage the files, such as file sizes, checksums or file locations. Systems capable of
describing the data more in terms of scientific content are also within the scope of this
evaluation and prototyping. Existing caching technologies will also be evaluated for
deeper integration. The combined Compute4PUNCH and Storage4PUNCH environ-
ment will enable a wide range of researchers to perform resource-intensive analysis
tasks.

The current prototype spans a handful of sites in Germany that provide storage and
computing resources. In addition to the purely technological evaluation of the integrated
components, the first real scientific workflows are being carried out. The experience
gained will help to guide further integration steps and identify the developments needed
to meet the requirements of scientific applications. Over time, the prototype should
incorporate more and existing data sources and thus provide a more uniform access
to them. Ultimately, this distributed infrastructure should become the backbone of the
Science Data Platform for the participating community, which is one of the overarching
goals of the PUNCH4NFDI consortium.
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Figure 1. Architecture diagram of the distributed computing and storage PUNCH4NFDI infra-
structure.
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