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Abstract: When dealing with research data management, researchers at Helmholtz-
Zentrum Dresden – Rossendorf (HZDR) face a variety of systems and tools. These
range from the project planning phase (proposal management, data management plans
and policies), over documentation during the experiment or simulation campaign, to the
publication (collaborative authoring tools, metadata catalogs, publication systems, data
repositories). In addition, modern research projects usually are required to interact with
a variety of software stacks and workflow management systems to allow comprehensi-
ble and FAIR science on the underlying IT infrastructure (HPC, data storage, network
file systems, archival). This article first demonstrates the data management systems
and services provided at HZDR, followed by an overview of a self-developed guidance
system. It is concluded by a real-world example.
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1 Data Management Ecosystem at HZDR

Over the last years, we have been developing a uniform data management ecosys-
tem aiming to make the entire life cycle of a scientific project – from the submission
of a beamtime proposal to the publication of produced datasets – comprehensible ac-
cording to the FAIR principles [1]. Figure 1 shows this ecosystem consisting of the
various systems and services in our IT landscape. The systems access the underlying
hardware in the data centre without abstraction via the common interfaces.

Visiting scientists typically start their journey through our infrastructure by submitting
a proposal to the proposal management system Gate [3] on the left side of Figure 1.
After acceptance, the first basic set of metadata, such as researcher names and Open
Researcher and Contributor IDs (ORCiDs) [4], title and abstract of the experiment, as
well as experiment type or the facility used, are known. Using this initial data, a data
management plan (DMP) can be generated with the help of the Research Data Man-
agement Organiser (RDMO) [5].
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Figure 1. Top-Level Architecture of the HZDR Data Management ecosystem with the various
underlying systems and services. [2]

Experiment control, data acquisition and facility (meta)data are provided by different
(experiment-specific) subsystems, and are typically stored in a time series database.
For visualization, a central Grafana OSS [6] instance is available. Together with au-
tomated and user-defined documentation in our e-labbook (based on Semantic Me-
diaWiki [7]), the actual data from an experiment or a simulation (digital twin), is used
for pre- and post-analysis workflows on a high performance computing (HPC) cluster.
The access to our HPC cluster is provided by the Uniform Interface to Computing Re-
sources (UNICORE) [8]. A combination of metadata- and data-repository is used for
the publication of results and the registration in our publication database Rossendorf
Bibliography System (Robis). The experiment-specific metadata can be transferred or
entered directly into a metadata catalog based on SciCat [9] with a direct link to the
data available in our data repository Rossendorf Data Repository (Rodare) [10], which
is based on Zenodo [11] and Invenio [12].

We plan to provide additional Digital Object Identifiers (DOIs) for our large scale fa-
cilities and beamlines. In the past, beamline scientists created descriptions of their
facilities in the Journal of large-scale research facilities (JLSRF) as for instance [13].
Due to the fact that most of our facilities have not published a citable description, uni-
form landing pages are created, such as [14] for the NELBE facility. This information,
as well as the proposal metadata, can be attached to the publication of the dataset on
Rodare as a related identifier and the environment of an experiment where a dataset
was created can be comprehended and reproduced.

2 Guidance System – HELIPORT

Over the last years, the overarching layer (or guidance system) of our data manage-
ment ecosystem, introduced in section 1, received the name HELIPORT. This abstrac-
tion layer HELIPORT [15], [16] is an overall data management solution that aims at
making the steps of the entire research experiment’s life-cycle findable, accessible, in-
teroperable and reusable according to the FAIR principles. In doing so, it makes the
components involved in the project discoverable for new team members and provides
valuable functionality to exchange data and metadata between systems.
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Among other information, HELIPORT integrates documentation, scientific workflows
and their results, and the final publication of the primary data and research results
– all via already established solutions. Integration is accomplished by presenting the
researchers with a high-level overview to keep all aspects of the experiment in mind.

Computational agents can interact with HELIPORT via a REST API that allows ac-
cess to all components. Furthermore, all aspects of the experiment are registered as
digital objects with landing pages that contain metadata in various standardized for-
mats and schemas. Thus, the metadata is readable for both humans and machines.
An overall digital object graph, combining the metadata harvested from all sources, pro-
vides the scientists with a visual representation of interactions and relations between
their digital objects. Additionally, the project timeline lists all digital objects ordered
by the time they were created. Through integrated computational workflow systems,
HELIPORT can automate calculations using the collected metadata. We also created
a HELIPORT team on WorkflowHub [17] to allow users to exchange their workflows.

By visualizing all aspects of large-scale research experiments, HELIPORT enables
deeper insights into a comprehensible data provenance with the chance of raising
awareness for data management.

3 Data Management View of the TELBE Experiment in HELIPORT

Figure 2. Overview page with all services and systems used in an exemplary High-Field High-
Repetition-Rate Terahertz facility (TELBE) project.

As a first example to demonstrate the benefits of HELIPORT (see section 2) we used
an experiment from the High-Field High-Repetition-Rate Terahertz facility (TELBE) [18],
which is part of ELBE [13]. The HELIPORT project overview for this experiment is
shown in Figure 2. A variety of the systems mentioned in section 1 are present here,
e. g.:
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Version Control gathers the source code for post-processing scripts stored in Helmholtz
Codebase (a GitLab for the entire Helmholtz association).

Documentation: The TELBE group documents their experiment and record scientific
metadata within the e-labbook. It is linked here to be easily findable and update-
able.

UNICORE Jobs: This section provides access to the output logs of the UNICORE jobs
that run post-processing, as well as some management functionality for these jobs
implemented through the UNICORE API.

Publication: Here, the data publications of the post-processed primary data can be
found. Datasets registered under Resources can be tagged and automatically
published on Rodare.

This project also makes use of the HELIPORT REST API: The experiment control
is implemented in LabView and makes API requests to HELIPORT for current exper-
iment metadata. The metadata is then used to start new post-processing runs on
the HPC cluster via UNICORE after each measurement. A callback URL provided by
HELIPORT even allows registration of new jobs and datasets with the project without
any user intervention. UNICORE posts status updates about running jobs to this URL
and HELIPORT reacts accordingly.

In cooperation with the TELBE experiment we created a proof-of-concept to demon-
strate the potential of our guidance system HELIPORT to abstract from the complex
data management ecosystem it builds upon.
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