Embedding the de.NBI Cloud in the National Research Data Infrastructure Activities
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Abstract

In recent years, modern life sciences research underwent a rapid development driven mainly by the technical improvements in analytical areas leading to miniaturization, parallelization, and high throughput processing of biological samples. This has led to the generation of huge amounts of experimental data. To meet these rising demands, the German Network for Bioinformatics Infrastructure (de.NBI)[1] was established in 2015 as a national bioinformatics consortium aiming to provide high quality bioinformatics services, comprehensive training[2], powerful computing capacities (de.NBI Cloud) as well as connections to the European Life Science Infrastructure ELIXIR[3], with the goal to assist researchers in exploring and exploiting data more effectively.

The establishment of the de.NBI Cloud has proven to be a flagship for the de.NBI network (see Fig. 1 for details). It consists of eight federated cloud locations that implement a common governance and use the project application and management workflow provided by the de.NBI Cloud portal. This governance facilitates secure operations of each cloud location through the centralized organization of ISO27001 Information Security Management System (ISMS) training and certification courses for the cloud staff, leading to the progressive certification of our cloud sites. Registration, project resource application and authentication are facilitated by the integration of the LifeScience AAI[4],[5] as an EduGAIN-compatible single sign-on provider, backed by institutional ID providers of universities and research institutes.

Since its foundation, de.NBI Cloud has formed the scientific and collaborative backbone for new major German initiatives like NFDI[6] or EOSC-Life in the European sector of compu-
tional biosciences. Above all, the cooperation with various NFDI consortia such as NFDI4Biodiversity, DataPLANT, GHGA, FAIRagro or NFDI4Microbiota showcases the power, range and flexibility of the de.NBI Cloud, especially for the national life science community.

The de.NBI Cloud portfolio includes several project types designed to suit different use cases and users with varying levels of knowledge in cloud computing. Two project types, OpenStack and Kubernetes, offer maximum flexibility in terms of the configuration of cloud-specific components and allow the installation of any large-scale analysis, stream processing or orchestration framework available in the cloud ecosystem. Both project types are ideal for science gateway developers to offer bioinformatics services to the national and international life sciences communities.

To be more precise, OpenStack makes controlling large pools of computing, storage, and network resources simple. Any interaction with OpenStack can be performed through its dashboard or automated through its API, using well-known cloud infrastructure management frameworks like Terraform or Ansible. While OpenStack enables the provisioning of virtual machines, networks and storage, Kubernetes (K8s) is the state-of-the-art technology for the deployment, scaling, and orchestration of highly available containerized applications. The de.NBI Cloud supports “vanilla” Kubernetes clusters on top of OpenStack using Kubermatic. Features like self-healing, automated rollback, and horizontal scaling make K8s the ideal basis for services. Confidential processing of sensitive data, e.g., pseudonymized patient-related data, is also possible at specific de.NBI Cloud locations, where data security is enforced through separated, secure processing environments. From a legal perspective, this is mediated through data processing agreements between a project’s principal investigator and the hosting cloud site.

Our in-house developed project type SimpleVM enables our users to use cloud resources with little to no background knowledge in cloud computing. SimpleVM is an abstraction layer on top of OpenStack to manage single virtual machines (VMs) or clusters thereof. It was designed to support the combination of resources from independent OpenStack installations, thus operating as a multi-cloud platform which is accessible from a single web-based control panel. The entire software stack only requires access to the OpenStack API and can be deployed on any vanilla OpenStack installation. In general, SimpleVM primarily eases the creation and management of individual pre-configured virtual machines and provides web-based access to popular research and development environments such as Rstudio, Guacamole Remote Desktop, Theia IDE, JupyterLab and Visual Studio Code. On top of this functionality, a dedicated mode that simplifies the setup of cloud-based workshops for teaching purposes is also provided. Further, with SimpleVM, de.NBI Cloud users can effortlessly configure and manage their own SLURM-based BiBiGrid clusters with just a few clicks. This feature addresses the needs of researchers who want to run their tools or entire workflows across multiple machines.

For users who want to be able to define data processing workflows from tools available in BioConda and the Galaxy ToolShed with a graphical user interface, the de.NBI cloud infrastructure also hosts the Galaxy[7] service available at usegalaxy.eu. Galaxy also simplifies the discovery and adaptation of existing workflows, that were shared by other users, from multiple scientific domains and enables their execution at scale in the cloud.

In conclusion, the de.NBI Cloud provides the ability to unlock the full potential of research data and enables easier collaboration across different ecosystems and research areas, which in turn enables scientists to innovate and scale-up their data-driven research, not only in the life and computational biosciences, but across the different science domains addressed by the NFDI.
Figure 1. The de.NBI Cloud federation, maintained by the eight German cloud centers in Berlin, Bielefeld, Freiburg, Gießen, Heidelberg and Tübingen. Red circles show the distribution and approximate number of de.NBI Cloud AAI users. The upper left hexagons show data on use and visibility of the cloud, while the upper right hexagons show the total number of provided computing resources. NFDI projects that use cloud resources are listed at the bottom left. The de.NBI Cloud project types, tailored to different use cases and requirements are shown at the bottom right.
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