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Abstract: Using virtual machines with dedicated rendering and remote access capabil-
ities, virtual workplaces for various usecases can be created, and then accessed from
anywhere at any time. If this is to happen on a large scale in the cloud, so-called VDI
for the dynamic provision of virtual desktops play an increasingly important role. A sus-
tainable VDI should be freely available to everyone for modification and redistribution
at no cost, be scalable, and should support various desktop use cases with different
resource requirements. Some use cases involve hundreds of similar VM running in
parallel, which requires proper resource planning.
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1 Motivation

The objective of this initiative in the Enabling RDM track is primarily to form a special
interest group for hardware accelerated VDI on cloud infrastructure as we expect the
uptake of the topic in other consortia as well. For various use cases in research,
education and training Virtual Desktop Infrastructure (VDI) would provide an efficient
means in the context of the NFDI. The available commercial frameworks are quite
expensive (for large and scattered audiences) and do not necessarily cater to the core
needs of researchers. Thus we are looking for Open Source alternatives based on well
established software frameworks. We identified three relevant use cases:

1. Provide remote access to desktop environments to handle large scale high reso-
lution imaging data in various research domains (near to the location of the data to
avoid tedious transfers) and Remote visualization in High Performance Computing

2. Streamline training resources to allow more flexible remote teaching and working
models for university staff in research

3. Provide controlled access to sensitive data in a protected environment
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Many computer centers already offer OpenStack cloud infrastructure for various pur-
poses. In Freiburg we are investigating the options to transfer our experience from our
decentralized bwLehrpool VDI solution to OpenStack to offer an Open Source backed
VDI (OSVDI).

Figure 1. Various use cases and general infrastructure framework of the OSVDI framework.

OpenStack is a free cloud platform, most commonly deployed as Infrastructure-as-a-
Service. The platform is composed of several components and services. Each compo-
nent and service is responsible for a certain set of tasks and provides a RESTful API
for communication. OpenStack’s main focus is to provide an infrastructure for VMs,
their storage and their network. Besides the mediated GPU passthrough support in
OpenStack we need resource scheduling for cloud computing.

2 Objective

Our vision for a next generation approach is to have a public VDI web application where
users log in, select a VM they want to use, and finally be scheduled to an appropriate
cloud node. Additional logic could be added, e.g. limiting or skipping the VM selection
for a researcher or training group depending on their location or time of day. Our focus
is mainly on the mediated GPU passthrough for further development of an OSVDI
because this approach combines the flexibility of emulation and paravirtualization with
the performance boost of direct GPU passthrough. Linux as the host system already
provides the mdev subsystem and tools for mediated devices (vGPUs) and their device
drivers. Using this subsystem has the major advantage that the Linux host system can
manage all vGPUs and mediate shared access. The direct access to a framebuffer
of a vGPU means in terms of an OSVDI that the Linux host system can obtain the
graphics output of any VM (virtual desktop) and can control those output for further
processing and transfer to remote (thin) clients. Access to a VM session can then be
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implemented via two methods: A browser-based approach, using modern technologies
like WebAssembly, WebUSB and MediaDevices, resulting in immediate access from
a wide range of devices. Still, the alternative approach of using a dedicated native
application the user has to install first can offer even greater integration with the user’s
system, as well as yielding better performance depending on its use case.

Our goal is to structure the development of the missing bits and pieces which got
identified by a paper published in 2021 [1]:

• Defining and implementing an access gateway to VDI on OpenStack clouds
• Evaluate and improve the existing remote access protocol SPICE and the associ-

ated web and native clients
• Adapt OpenStack scheduling to allow the hosting of the relevant usecases and

in-advance reservation of resources for e.g. trainings [2]
• Coordinate these efforts with other projects especially in the context of EOSC

interested in this domain

3 Envisioned milestones

For the imagined OSVDI we plan several development cycles and a minimum viable
product approach. In a precursor the existing Guacamole bwLehrpool remote access
should get improved through hardware rendering and stream encoding deploying the
Intel GVT-g desktop graphic architecture together with the KVM infrastructure as a
Linux-based hypervisor and produce an assessment of ease to use and stability. This
will get implemented as an enhanced bwLehrpool service and demonstrate the capa-
bilities of the existing kernel drivers regarding GPU virtualization and hardware parti-
tioning. We will use the SPICE client and Looking Glass as a test and performance
measure when accessing the virtual framebuffer for AVC/H.264 encoding and trans-
port. Upon this we will explore how to encode with low latency, and how to send it
to browsers and display the content there with low latency. This provides a possible
baseline to check certain expectations and features before delivering similar services
like those for an OpenStack cloud.

In a further milestone, we focus on a basic VNC model (leaving further improvements
of remote access to parallel or later developments) in the cloud including orchestration
of resources which covers the scope of our contribution to NFDI4BIOIMAGE. This mile-
stone starts to extend the OpenStack framework for missing components and modules.
This milestone deals with the challenges of a suitable access broker to distribute users
requesting certain types of desktops onto a suitable VM. The access broker includes
the provisioning of basic interaction channels starting from a the input of the various
usecases. While the previous step focused on a basic integration and the outline of
strategic components the next milestone focuses on the special hardware virtualization
and integration parts both from the viewpoint of the guest systems and as encoding de-
vices from the host perspective. The remote access should enjoy at least an enhanced
hardware-backed video stream transport model for the remote visual cloud. Later mile-
stones should deal with further remote interaction channels and further features and
improvements for typical VDI setups like suspend and resume of interactive desktop
sessions. Starting during the second milestone measures should be taken to form a
sustainable community and financing concept around the proposed service. Both on-
going support, code maintenance and future development are to be supported through
some stable organizational structure.
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