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The theme of the 24th BIS conference was Enterprise Knowledge and Data Spaces. Both
concepts are relevant for data organization and reuse. One of the contemporary ways to
represent knowledge in the enterprises are enterprise knowledge graphs or just knowledge
graphs. They are a flexible way to represent interlinked information about virtually anything.
From the modelling point of view they are graphs consisting of concepts, properties, and
entity descriptions. So, we distinguish here schema data, instance data, and metadata. What
is important is that they are fully compliant to FAIR Data Principles. The principles
characterize the desired features of digital assets: Findable, Accessible, Interoperable,
Reusable.

Data spaces are more about information technology architecture. They are considered a
virtual space for safeguarding data where data remains with the data owner and it is first
shared with trusted business partners. The focus is on the information model for describing
data assets and also providing the standardized interface for interoperability. More often than
in the case of enterprise knowledge we emphasize the economic valuation of data, including
pricing of data transactions. It is noteworthy that data spaces are considered a core of the
implementation of the European Strategy on Data. It foreseen to regulate the flow of data
within European Union and across sectors and is also based on the FAIR principles. As the
ultimate goal of FAIR is to optimise the reuse of data we expect papers covering all aspects
of data collection, standardization, integration, exchange, reuse, and valuation.

The 24th edition of International Conference on Business Information Systems was held
in Hannover, Germany. Due to the COVID-19 pandemic, the conference was held as an
online event. Since its first edition in 1997, the BIS conference became a well-respected
event and it gathered a wide and active community of researchers and business
practitioners.

The BIS 2021 proceedings includes 32 articles divided into 7 parts that reflect main
areas of interests of BIS community. Those are: Big Data, Smart Infrastructure, Knowledge
Graphs, Atrtificial Intelligence, Social Media, Applications and ICT Projects. Authors
submitted 93 papers total thus the acceptance rate was 34%.

The Program Committee consisted of 105 members from 30 countries, who carefully
evaluated all the submitted papers.

We would like to sincerely thank all people who are involved in the BIS community. The
reviewers, who dedicate their time and prepare insightful comments. Keynote Speakers, for
their interesting presentations that started a vivid discussion among the conference
participants. Last but not least, we would like to thank all authors who submitted their papers.

June, 2021, Witold Abramowicz & So6ren Auer
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Abstract. Churn prediction is a Big Data domain, one of the most demanding use cases of
recent time. It is also one of the most critical indicators of a healthy and growing business,
irrespective of the size or channel of sales. This paper aims to develop a deep learning
model for customers’ churn prediction in e-commerce, which is the main contribution of the
article. The experiment was performed over real e-commerce data where 75% of buyers are
one-off customers. The prediction based on this business specificity (many one-off
customers and very few regular ones) is extremely challenging and, in a natural way, must
be inaccurate to a certain ex-tent. Looking from another perspective, correct prediction and
subsequent actions resulting in a higher customer retention are very attractive for overall
business performance. In such a case, predictions with 74% accuracy, 78% precision, and
68% recall are very promising. Also, the paper fills a research gap and contrib-utes to the
existing literature in the area of developing a customer churn prediction method for the retail
sector by using deep learning tools based on customer churn and the full history of each
customer’s transactions.

Keywords: Churn prediction, deep learning, machine learning, e-commerce, decision
support

Introduction

E-commerce has provided many new opportunities to consumers, and it is still open-ing new
ones. The rapid expansion of IT technologies and the Internet has resulted in this sector’s
rapid growth. According to [1], the value of the e-commerce market in Poland exceeds 51
billion PLN, and 28 million Poles use online shopping in various forms. The global turnover of
the e-commerce industry currently amounts to 3 trillion USD per year, and the fastest-
growing market is the Asian market, whose dynamics reaches almost 30%. For comparison,
the value of the European e-commerce channel was estimated at over 602 billion EUR, of
which nearly 60% was generated by three markets: British, German, and French.

The success of companies hugely depends on how well they can analyze the data on
their clients' behavior. Customers' churn may be considered as a lost opportunity for profit.
The costs of gaining new customers are usually five to even six times higher than the costs
of retaining an existing customer [2]. As a result, efforts made by marketing specialists to
sustain market share have switched from focusing on acquiring new customers to retaining
existing ones — reducing customer churn. For this reason, customer churn, also known as
customer turnover, customer attrition, or customer deflection, is a major concern for a
number of industries. This is particularly important in the e-commerce context, where
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consumers are able to com-pare products or services and change the vendor with minimal
effort.

Churn prediction is a Big Data domain, one of the most demanding use cases of recent
time. It is also one of the most critical indicators of a healthy growing business, irrespective of
the size or channel of sales. Customer attrition allows specialists to estimate the number of
customers who will give up on the company's product or ser-vice subscription in a given time
frame.

According to Ph. Kotler [3], companies annually lose 10 to 30 per cent of customers
while acquiring new customers is about ten times costlier than maintaining existing ones.
This information-rich sentence indicates how valuable customers are for a business.
Research done by Amy Gallo [4] states that depending on the industry, acquiring a new
customer is anywhere from 5-25% more expensive than retaining an existing one. So, it is
essential to keep customers happy. For exam-ple, the telecommunications industry
experiences an average 30-35 per cent annual churn rate; additionally, it costs 5-10 times
more to gain a new customer than to re-tain an existing one [5].

It is crucial for a contemporary business to start analyzing why customers abandon
relationships with a company by cancelling services or ceasing to buy products. This type of
analysis allows e-commerce specialists to modify their current activities and adjust offers so
that customer's needs are better covered, resulting in a lower churn rate.

This paper aims to develop a deep learning model for customers’ churn prediction in e-
commerce. The study pertains to the prediction of customer churn in B2C e-commerce. It
also fills a research gap and contributes to the existing literature in the area of developing a
customer churn prediction method for the retail sector by using deep learning tools based on
customer churn and the full history of each customer’s transactions, which is the major
contribution of the article.

Related works

In the field of e-commerce, customer churn can be placed among the most critical problems
that need to be addressed and thoroughly examined.

Compared to traditional shopping in retail stores, e-commerce has a significant ad-
vantage: instant and accurate track of records and in-depth data collection (shopping
activities, order information, delivery information, billing address, etc.). This data collection
allows multidimensional analysis of both customers and their buying hab-its, additionally
helping businesses to treat customers as individuals and in a personal-ized manner. With the
support of gathered data, it is possible to create customer-centric business intelligence
based on the following business concerns [6]:

e Which subpages did the customer visit? How long did they stay there? What was the
sequence in which they browsed a given web page?

e Who are the most/least valuable customers? What are their distinctive

characteristics?

Who are the most/least loyal customers, and how are they characterized?

What are customers' purchase behavior patterns?

Which types of customers are more likely to respond to a particular promotion?

And so on

There are many both academia researchers and practitioners who have been actively
trying to predict customer churn with the help of gathered data — statistics, data mining, or
machine learning strategies.

Customer churn is a buzzword that has been used for a long time in the field of e-
commerce, and early determination of consumers that might be lost should be identified
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accurately through data mining and data analysis and related in time with effective marketing
measures [7].

Churn models are made to detect, as soon as possible, signals of potential churn and
help to identify customers willing to abandon a given company voluntarily.

Customer churn prediction is a very demanding and challenging process aimed at
identifying consumers willing to abandon a company or a service. Decision-makers and
machine learning specialists focus on designing models which can help to identify early
churn signals and recognize consumers on the verge of a decision between leaving or
continuing. Therefore, to retain customers, academics, as well as practitioners, find it crucial
to build a churn prediction model that is as accurate as possible in order to minimize the risk
of customer churn [8]. Also, researchers have confirmed that customer churn prediction
models can improve a company's revenue and its reputation in the market [9], [10]. Reducing
the rate of churn and retaining current customers are the most cost-effective marketing
approaches that will maximize the shareholder's value [11], [12]. Today, companies have
enough information, of every kind, about the behaviour of their customers - this has created
an opportunity for the machine learning (ML) community to develop predictive modelling
techniques to handle the customer churn prediction. [13].

During the last decade, customer churn prediction has received a growing consideration
in order to survive in an increasingly competitive and global marketplace [14]. Companies
should strive for models that can accurately identify potential churners, and this becomes
even more important in the digital economy context. Over the last decade, this issue has
been mentioned and researched by many practitioners and academics. In contemporary
literature, we can observe two main trends concerning customer churn. According to [15], the
first branch includes traditional classification methods such as decision tree (DT) and logistic
regression (LR) [16] [17] [18] [19] [20 [21] [22] [23]). The second mentioned line of thought is
based on artificial inteligence methods such as neural networks [24] [17] [23]; [25],
evolutionary learning [17], genetic algorithms [17][18], random forests [26]; [27], improved
balanced random forests [28], K-nearest neighbour [29], fuzzy logic Systems [30], and
support vector machines [28]. The decision tree and logistic regression are dedicated to the
analysis of continuous data; they cannot, however, guarantee the accuracy of constructed
models for large scale, nonlinearity, and high-dimensionality [31].

All of the presented models of customer churn prediction are very helpful in creating
measures which can help a company to prevent customers from attrition. Worth mentioning
is that customer churn predictive models are usually solely evaluated based on their
predictive performance in which the models show the ability to correctly identify customer
churns and non-churns separately and accurately [21].

For the customer churn prediction problem, most of the related academic works focus on
the socalled post-paid industries. This means that the contract with the customer ends or is
terminated (e.g. banks, Internet service providers, insurance companies, and telephone
service companies) [32] [13] [33]. The subject of this paper, as it was mentioned in the
introduction, is the use of deep learning algorithms for churn prediction in the retail industry.
A characteristic feature of this sector is the uncertainty surrounding the return of a customer
to the same seller. As they are not bound by any contract, they can easily abandon the
existing relationship. That is why the purpose of this article is to create a model that
calculates the probability that a customer will return to the same vendor and in how many
days they will return.

It becomes very significant in the e-commerce context, where competitors are only a few
'mouse clicks' away, and consumers can compare and contrast competing products and
services with minimal expenditure of personal time or effort and move from one company to
another [34]. In our deliberations, we will narrow down the research area even further,
focusing on only one part of e-commerce, namely the retail sector. We are going to develop
a useful churn prediction model for B2C context outperforming the commonly used methods
because of two reasons. It is a model capable of capturing the specific characteristics of B2C



Pondel et al. | Bus. Inf. Sys. 1 (2021) "BIS 2021"

e-commerce relations, and — the second thing — it can predict when the customer will return
to the same vendor.

In most domains, churning is usually referred to as losing a client. For example, [35]
predicts the churn probability for prepaid clients of a cellular telecommunication company. In
financial services (banking and insurance), churn is usually seen as closing accounts [32].
[36] predict the switching probability of an insured person to another auto insurance
company. As far as retail is concerned, most studies also focus on the customer's ability to
leave to identify the exact moment when customers will discontinue their relationship with
companies. In the retail sector literature, churn has also been considered as the partial or
progressive defection of customers. [37] used several classification techniques and proposed
predictive models for partial customer turnover in retail. Most customers exhibit partial
defection, which may subsequently lead to a complete switch. Also, Buckinx and Van den
Poel [26] used the concept of partial churn to identify customers that the company should
focus on if concerned with customer retention. The costs of gaining new customers are
usually five to even six times higher than the costs of retaining an existing customer [2].
Nevertheless, they still talked about attrition. Also churn models based on risks models has
been developed [38].

Our study pertains to the prediction of customer churn in B2C e-commerce. In contrast to
existing research, we developed a deep learning model based on the full history of each
customer’s transactions, which can be useful in existing customer segmentation mechanism.

Materials and methods

Dataset and data processing

The original dataset consists of 626,275 rows and 131 columns. Each row concerns a single
purchase and an aggregated history of all previous purchases of the customer who made it.
The target variable, churn, indicates whether another purchase will be made by the same
customer in the future. Preprocessing, conducted using Pandas 0.25.1 library installed under
Python 3.7.4, included the removal of duplicates, redundant columns, and outliers. Principal
component analysis was used as a dimensionality reduction technique to represent highly
correlated variables (abs(Spearmann correlation) > 0.8). After those steps, class imbalance
was very high, as the data consisted of 79% of rows with churn=1. Thus, random
undersampling was used to achieve class balance. Finally, the data, having 152,456 rows
and 113 columns, (112 predictors:
base_price,discount,n_products,previous_Winter_hats,previous_Football_accessories,previo
us_Dresses,previous_DKNY,previous_Polo_shirts,previous_Training_shoes,previous_Stripe
s,previous_Lifestyle shoes,previous_Swimsuits,previous_Care_products,previous_Wallets,p
revious_Gloves_and_scarves,previous_Running_shoes,previous_Backpacks,previous_Gucc
i,previous_Hilfiger,previous_Winter_coats,previous_Bags,previous_Shirts,previous_Casual_

shoes,previous_Skirts,previous_Tops,previous_Trainers,previous_Balls,previous_Vests,prev
ious_Basketball_shoes,previous_Jeans,previous_Sandals,previous_Underwear,previous_Te
nnis_shoes,previous_Outdoor_shoes,previous_Autumn_jackets,previous_Accessories,previ

ous_Tracksuits,previous_Slippers,previous_Hiking_boots,previous_Trousers,previous_Glass
es,previous_Training_accessories,previous_Sweaters,previous_Sweatshirts,previous_Shoes
,previous_Shorts,previous_Clothes,previous_Hats,previous_Football _boots,previous_Armani
,previous_Football_clothing,previous_Fleece,previous_Versace,previous_Socks,previous_C

alvin_Klein,previous_Lauren,Shoes,Lauren,Running_shoes,Calvin_Klein,DKNY,Hilfiger,Cloth
es,Hats,Gucci,Lifestyle_shoes,Accessories, Tops,Sweatshirts, Trousers,Shorts,Versace,Casu
al_shoes,Armani,Stripes,Shirts,Skirts, Tennis_shoes,Glasses,Backpacks, Trainers,Socks,Slip

pers,Winter_hats,Autumn_jackets,Sandals,Bags,Football_accessories,Balls, Training_shoes,

Outdoor_shoes,Football_boots,Basketball_shoes,Hiking_boots,Care_products,Underwear,W
allets,Winter_coats,Fleece,Tracksuits,Gloves_and_scarves,Swimsuits,Polo_shirts,Football_c
lothing,Sweaters,Dresses,Jeans, Training_accessories,Vests,transaction_date,days_since_fir
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st_purchase,value_previous_transaction, and target variable: churn), was standarized to be
centered at zero and to have a unit variance.

In order to use a recurrent network topology, the data needed to be represented as a
time series. Therefore, each row was transformed into a two-step series, with the first step
including data on previous purchases and the second — on the current purchase. Some
variables, such as the date of the purchase, were inadequate for such a transformation and
were represented as two steps with identical values. The target variable was stored as a
separate, 1-dimensional vector. The new dataset consisted of 152,456 time series with 2
steps and 58 features.

Model tuning

The prediction of customer churn was performed using two base artificial neural network
topologies. A multilayer perceptron (MLP), with one or two fullyconnected dense layers was
used. Also recurrent layer as a first hidden layer (RNN), optionally supported by an additional
dense layer was used. Particular numbers of neurons were preliminarily selected by
comparing the accuracy and F1 scores of models of different widths. When multiple models
performed similarly, the simpler one was selected. Each network was optimized using a
binary cross-entropy loss function. The output layer used a sigmoid activation function. For
the purpose of overfitting prevention, each model was augmented with an extra dropout after
every hidden layer. Both versions of the model, with and without dropout, were trained and
compared. In case the “dying ReLU” problem appeared, each model was trained in two
versions — using the standard rectified linear unit activation function and using the Leaky
ReLU activation function. All models were prepared and trained using Keras 2.3.1 library with
TensorFlow 2.0.0 backend [www.tensorflow.org].

Learning

A 10-fold split was performed over a dataset. Each model was trained independently 10
times, using consecutive data sections as validation sets and the remaining parts as training
sets. The batch size amounted to 10,000 randomly selected rows. The models consisting of
only fully-connected layers were trained over 40 epochs. The models containing recurrent
layers were trained over 60 epochs. Model accuracy on the training and validation set was
measured after each epoch. After the last epoch, additional metrics were calculated.

Experimental results

The trained models were used to predict samples from the validation set. Based on these
predictions, a set of metrics was calculated and presented in Table 1. Accuracy, precision,
recall, and confusion matrices were calculated for the prediction threshold equaling 0.5. For
each row, the metrics were averaged over 10 independent models of the same architecture
(but different dataset split using the 10 folds). The first column describes the number, type,
and width of hidden layers. The second column indicates the probability of dropout for each
hidden layer. The third column concerns the activation function used. The next columns
contain the averaged metric values and their standard errors, in parentheses. The last
column presents an averaged confusion matrix of the model, denoted using estimated
probability values in percentages.
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Table 1. Topologies of the models and corresponding metric values.

i +
Network Activation Average metric value = SE Averaged
. DrOpOUt . confusion
architecture function _ _ N
Train Test Precision | Recall | AROC | matrix (%)
accuracy accuracy
0.737 0.736 0.769 0674 | 0803 40 10
Dense(4) 0.0 RelU (0.001) (0.001) (0.003) | (0.004) | (0.002) 16 34
0.734 0.733 0.742 0.714 | 0.807 38 12
Dense(4) 03 RelLU (<0.001) | (0.001) 0.001) | (0.004) | (0.001) 14 36
0.735 0.735 0.765 0678 | 0.807 40 10
Dense(4) 0.0 LeakyReLU | 5'np1) (0.001) (0.003) | (0.005) | (0.001) 16 34
Leaky 0.732 0.732 0.775 0.655 | 0.806 40 10
Dense(4) 03 ReLU (<0.001) | (0.001) 0.002) | (0.003) | (0.001) 17 33
Dense(d), 00 RoLL 0.736 0.735 0.771 0.669 | 0.807 40 10
Dense (2) : (0.001) (0.001) (0.002) | (0.002) | (0.002) 17 33
Dense(4), 03 oLl 0.731 0.730 0.733 0.726 | 0.805 37 13
Dense (2) : (<0.001) | (0.001) (0.006) | (0.008) | (0.001) 14 36
Dense(4), 00 o RelL | 0737 0.736 0.770 0672 | 0810 40 10
Dense (2) : y (0.001) (0.001) (0.002) | (0.002) | (0.001) 16 33
Dense(4), 0.733 0.733 0.752 0694 | 0807 39 11
Dense (2) 03 LeakyReLU | 5001) | (0.001) (0.002) | (0.002) | (0.001) 15 35
0.740 0.739 0.779 0.668 | 0.813 40 10
Recurrent(6) 0.0 RelU (0.001) (0.001) (0.002) | (0.002) | (0.001) 17 33
0.736 0.735 0.797 0631 | 0.810 42 08
Recurrent(6) 03 RelU (0.001) (0.001) (0.003) | (0.002) | (0.002) 18 32
0.739 0.739 0.767 0685 | 0.811 40 10
Recurrent(6) 0.0 LeakyReLU | 5n91) (0.002) (0.003) | (0.002) | (0.002) 16 34
0.733 0.732 0.780 0647 | 0.807 41 09
Recurrent(6) 03 LeakyReLU | 5001) | (0.001) (0.001) | (0.003) | (0.001) 18 32
Recurrent®) - -y 0.739 0.739 0.778 0.668 | 0.812 40 10
Dense(4) (0.001) (0.001) (0.004) | (0.008) | (0.001) 17 33
0.739 0.737 0.777 0.665 | 0.811 40 10
Recurrent(6), 03 RelLU
Dense(4) : (0.001) (0.001) (0.003) | (0.004) | (0.001) 17 33
0.739 0.739 0.777 0669 | 0.812 40 10
Recurrent(6), 0.0 Leaky ReLU
Dense(4) : (0.001) (0.001) (0.003) | (0.004) | (0.001) 17 33
0.733 0.733 0.776 0655 | 0.807 40 10
Recurrent(6), 0.3 Leaky ReLU
Dense(4) : (<0.001) | (0.001) (0.002) | (0.002) | (0.001) 17 33

In order to compare the results of the 16 models, a series of statistical tests was performed,
all with significance level a=0.05. The introductory testing for normality, performed using
Shapiro-Wilk test, revealed non-normality in some groups for every metric. A Levene test
suggested a heterogeneity of variance of the training accuracy between the results of the
models. The results of those tests implied further use of non-parametric methods. A Kruskal-
Wallis test was used to check the equality of medians between the groups, while A Dunn’s
test with a Holm adjustment was applied for the post-hoc analysis. A Levene test with a
Bonferonni correction was used for pairwise comparisons of variance. Simultaneous
inference of multiple metrics was performed using a Friedman’s test, with a Nemenyi test
used for the post-hoc analysis.

The resulting models were of similar quality, with the global average accuracy of 73.6%.
Accuracy was significantly less volatile than precision (Nemenyi p=1.4x103) and recall
(p=2.6x105). AROC had lesser variance than recall, with marginal significance (p=0.02).

The Friedman test revealed a marginally significant difference of the combined metrics
between the models (p=0.01). The Nemenyi post-hoc test suggested only one relevant
difference (p=0.05), as the one-layer recurrent model without dropout and with RelLU
activation performed better than one-layer MLP with 30% dropout and Leaky RelU,
considering all the measured metrics.
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Although only two models were compellingly different in overall performance, there were
92 significant differences between particular metrics. The Dunn’s test sug-gested 30
differences in the training accuracy between models. They overlapped with the only 5
significant differences in test accuracy. There were 27 relevant differences between models
in precision and 26 — in recall. AROC values consistently differed between 4 models. Table 2
presents the results of the Dunn’s test. Each pair of values indicate the number of models
that performed, respectively, worse and better than the competitive model.

Table 2. Topologies of the models and aggregated results of the Dunn’s post-hoc analysis.

. . i +
Network Activation Average metric value £ SE
. Dropout -
architecture function . _—
Train Test Precision | Recall AROC
accuracy | accuracy

Dense(4) 0.0 RelLU +2, -0 +0, -0 +0, -1 +1, -0 +0, -2
Dense(4) 0.3 ReLU +0, -3 +0, -0 +0, -8 +6, -0 +0, -0
Dense(4) 0.0 Leaky ReLU +0, -0 +0, -0 +0, -1 +2, 0 +0, -0
Dense(4) 0.3 Leaky ReLU +0, -7 +0, -0 +2, -0 +0, -4 +0, -0
Dense(4), Dense (2) 0.0 ReLU +1,-0 +0, -0 +0, -1 1,0 +0, -0
Dense(4), Dense (2) 03 ReLU +0, -8 +0, -5 +0, -8 +6, -0 +0, -2
Dense(4), Dense (2) 0.0 Leaky ReLU +2,-0 +0, -0 +0, -1 1,0 +0, -0
Dense(4), Dense (2) 0.3 Leaky ReLU +0, -5 +0, -0 +0, -6 +4, -0 +0, -0
Recurrent(6) 0.0 RelLU +6, -0 +1,-0 +3, -0 +0, -0 +2, -0
Recurrent(6) 0.3 RelLU +0, -0 +0, -0 +8, -0 +0, -9 +0, -0
Recurrent(6) 0.0 Leaky ReLU +4, -0 +1, -0 +0, -1 +4, -0 +0, -0
Recurrent(6) 0.3 Leaky ReLU +0, -5 +0, -0 +3, 0 +0, -5 +0, 0
Recurrent(6), Dense(4) 0.0 RelLU +6, -0 +1, -0 +3, -0 +1, -2 +2, -0
Recurrent(6), Dense(4) 0.3 RelU +4,-0 +1,-0 +3,-0 +0, -2 +0,-0
Recurrent(6), Dense(4) 0.0 Leaky ReLU +5,-0 *+1,-0 +3,-0 *+1,-0 +0,-0
Recurrent(6), Dense(4) 0.3 Leaky ReLU +0, -2 +0,-0 +2,-0 +0, -4 +0,-0

Most models had a similar variance of all measured metrics. Precision was significantly less
volatile (p=0.03) in the model with one recurrent and one dense layer, with 30% dropout and
Leaky ReLU activations, than in the model with one dense layer, without dropout and with
ReLU activation function. The model with two dense layers, 30% dropout, and Leaky ReLU
has a lower variance of training accuracy than the same model without dropout (p=0.03), and
than the recurrent model without a dense layer and dropout, with Leaky RelLU activation
(p=0.04). Also, the model with one dense layer, 30% dropout, and Leaky RelLU activation
had a significantly lower variance than the model with two dense layers, no dropout, and
Leaky ReLU, with p=0.04.

Conclusions

The experiment was performed over real e-commerce data in an industry where 75% of
buyers are one-off customers. It means that such a number of customers made a purchase
only once and they have never returned to the store. In contrast, the number of regular
customers (with more than 5 purchases) accounts for only 2% in the whole population. Such
conditions in the e-commerce business make the input dataset unbalanced, which was
mentioned in the specification of the method. It makes the churn prediction much more
challenging than in any other line of business. The prediction basing on this business
specificity (many one-off customers and very little regular ones), churn prediction is
extremely challenging and in a natural way must be inaccurate to a certain level. Looking
from another perspective, correct prediction and subsequent actions resulting with a higher
customer retention are very attractive for the overall business performance. In such a case,
prediction with 74% accuracy, 78% precision, and 68% recall is very promising. Even though
in other business cases similar results could be considered insufficient, the achieved results
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are significantly promising. The presented research has a preliminary status. The main
disadvantage is using only a filter method of feature selection. The application of wrapper
methods is needed for the reduction of the input attributes set. Also instead of using random
sampling to generate the training and test datasets it might be interesting to develop
approach to ensure that all transactions of a customer can exist only in one dataset. A very
important issue also consists in the identification of the point in time at which the customer
will return to the same retailer. Such an approach can better address the churn problem in a
retail business due to the unclear definition of the churned customer. The research in these
areas will be performed in the future works.

Funding: This research was funded by the Ministry of Science and Higher Education in
Poland under the program "Regional Initiative of Excellence" 2019-2022, project number
015/RID/2018/19, total funding amount 10,721,040.00 PLN.
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Abstract. This paper explores the data integration process step record linkage. Thereby we
focus on the entity company. For the integration of company data, the company name is a
crucial attribute, which often includes the legal form. This legal form is not concise and
consistent represented among different data sources, which leads to considerable data
quality problems for the further process steps in record linkage. To solve these problems, we
classify and ex-tract the legal form from the attribute company name. For this purpose, we
iteratively developed four different approaches and compared them in a benchmark. The
best approach is a hybrid approach combining a rule set and a supervised machine learning
model. With our developed hybrid approach, any company data sets from research or
business can be processed. Thus, the data quality for subsequent data processing steps
such as record linkage can be improved. Furthermore, our approach can be adapted to solve
the same data quality problems in other attributes.

Keywords: Record Linkage, Company Entity Matching, Data Integration, Data Quality, Data
Preparation.

Motivation and problem statement

Companies try to integrate data in their decision-making processes in the most efficient way
to achieve corporate added value. The cyclical process of the information value chain
describes this approach of the companies. First, data is transferred into information and then
into knowledge. This knowledge is used in decision-making processes and subsequent
actions to generate added value for the company [1]. The information advantage becomes a
crucial part of a company's economic success. Heinrich and Stihler [2] showed that
companies that integrate relevant data directly into their decision-making processes are more
competitive [2]. For example, data about competitors, suppliers, or corporate customers may
contain such company and competition relevant information. However, this information is
often hidden in multiple external and internal data sources [3-5]. In many cases, only the
combination of external and internal data sources leads to interesting, novel, valuable, and
unexpected insights that provide a competitive advantage [4-6].

The data integration goal is to provide unified access to these external and internal data
sources [6]. The data integration process consists of the process steps (1) schema matching,
(2) record linkage (RL), and (3) data fusion to achieve this goal. The schema matching step
serves to identify the attributes that have the same meaning [6]. The RL step matches data
records from different data sources that refer to the same real-world entity such as
companies, products, or persons [7, p. 3-4]. The data fusion step determines the valid values
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of the respective attributes of the matched record [6]. While the data integration goal is easy
to formulate it is still hard to achieve [6]. RL is a crucial task in the data integration process
and has become a sub-discipline of data science due to its complexity and similarity to
classical data science tasks [8—10]. The complexity is caused when unique identification
numbers among the data sources are missing and other existing attributes are very
heterogeneous. If no identification number exists, RL must be performed using additional
attributes in the data sources. For competitors, suppliers, or enterprise customers, these are
the company name, the address, or the company description [11]. For RL, market
participants such as competitors, suppliers, or corporate customers represent the real-world
entity company. RL is still very messy in practice since there are many data sources
containing different real-world entities, this leads to many RL scenarios with several
challenges [8]. Kbpcke et al. [12] try to reduce the multitude of RL scenarios' complexity by
focusing on the real-world entity product [12]. Our RL research focuses on the real-world
entity company. We define this as company entity matching. We have identified several RL
challenges within the existing attributes company name, address data and company
description [13]. We identified these challenges through our data-driven inductive research
method [14]. This method describes our approach to analysing our eleven existing data
sources (see table 1) and integrating various of them through a RL process to find general
RL challenges for the real-world entity company.
Table 1: Company data sources for inductive data-driven research

Data source Source

Handelsregister https://offeneregister.de/

OpenCorporates https://opencorporates.com/

Crunchbase ODM https://data.crunchbase.com/docs/open-data-map
Crunchbase Snapshot https://data.crunchbase.com/docs/2013-snapshot
GLEIF https://www.gleif.org/en

USPTO https://developer.uspto.gov/

Wikidata https://www.wikidata.org/

Uscompanylist - Company | https://www.uscompanieslist.com/

Uscompanylist - Business https://www.uscompanieslist.com/

AlphaVantage https://www.alphavantage.co/

Owler https://corp.owler.com/

One of the most relevant attributes in company entity matching is the company name [15, 16]
which we will focus on in this paper. The legal form of a company is also an important
attribute, as it is discriminatory when comparing companies [15]. In our eleven data sources
(see table 1), the company legal form is always contained in the company name attribute, as
the nine examples in table 2 show. The company name contains the company's legal form
and thus is not atomic. This leads to the problem that the attribute legal form cannot be
directly analysed without further data preparation efforts. Wang and Strong [17] formalize this
as a not concise representation of the data and thus as a data quality problem. Besides, the
company legal form is often represented inconsistently. Table 2 shows nine different
representations for the German company legal form "GmbH". The nine records show
punctuation problems, upper- and lower-case problems, abbreviation problems, and umlaut
problems. The legal form is not always at the end of a company name (ID 5), and the legal
form tokens can be separated by tokens of the company name (ID 9). The consistent
representation is also defined as a data quality dimension by Wang and Strong [17]. The
inconsistent representation of the legal form leads to the problem that, for example, the
analysis of a particular legal form like the "GmbH" requires much effort. In addition, company
names can be represented differently in various databases due to the inconsistent
representation of the legal form. This makes the company entity matching more difficult. The
two data quality problems of concise and consistent representation of the legal form are even
more complicated as various legal forms exist for each country in the world.
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Table 2: Different representation of the legal form “GmbH” in the company name

S

Company_name

Selbstfahrer Union G.m.b.H.

GIANT Weilerswist g21 GmbH

FABIUS Vermietungsgesellschaft mbH

Infrastrukturentwicklungsgesellschaft Hilden mbH
ITM & C GmbH International Trade Marketing & Consulting
FHS Gabelstapler Gesellschaft mit beschréankter Haftung

bunse aufzuege gesellschaft mit beschraenkter haftung

alint 458 grundstueckverwaltung gesellschaft m.b.h.

©| O N[ O O | W[ N —~

gesellschaft zur verwertung von leistungsschutzrechten mit beschraenkter haftung gvl

Figure 1 shows the company entity matching challenges when the legal form is included in
the company name, which we identified through our inductive data-driven experiments, and
the matching when the company name and legal form are split into different attributes. First,
we discuss the matching problems when the company name and legal form are within the
same attribute. There are two data sources, A and B, with two companies that differ only in
their legal form. As a human being, it is obvious that the tuples with the ID's C100 and 2 and
C101 and 1 belong to the same entity. The classic string similarity measures such as
normalized Levenshtein, Jarowinkler, Jaccard, or Soft TF/IDF [18] do not provide exact
results to determine match and no-match tuples. The highest values of the normalized
Levenshtein distance would classify the two non-match tuples as matches. The highest
values of the Jarowinkler Distance would combine a match (ID C101 and 1) and a non-match
(ID C100 and 1). The Jaccard distance does not distinguish the tuples. The Soft TF/IDF
distance does not distinguish the tuples for the company with the ID C100. For the company
with the ID C101, the higher Soft TF/IDF would be the match. With this small example, the
problem for company entity matching with the legal form within the company name attribute
is shown. However, with the second example shown in figure 1 where company name and
legal form are split into two separate attributes, all string similarity measures show a similarity
of 100% for the cleaned name, but the legal form is only the same for the matches. This
allows the correct tuples to be selected as matches. This shows that a data preparation
approach is needed to split the company name into the attributes company name without
legal form (cleaned name) and company legal form (legal form) to achieve our goal.

Company matching with the name attribute

-
=]
- Data source A
ID_A Name [[D_BName Levenshtein JaroWinkler Jaccard Soft TE/IDF Match
€100 MTU Aero Engines AG _ _,| €100 MTU Aero Engines AG 2 MTU Aero Engines Aktiengesellschaft 51 89 60 43 Yes
C100|MTU Aero Engines AG 1 MTU Aero Engines Gmbh s1 9 60 43 No
C101 MTU Aero Engines Gesellschaft mbh
C101 MTU Aero Engines Gesellschaft mbh 2 MTU Aero Engines Aktiengescllschaft 68 %0 50 71 No
C101 MTU Aero Engines Gesellschaft mbh 1 MTU Aero Engines Gmbh 63 92 50 76 Yes
=y
Company matching with cleaned name and extracted legal form
-
E Data source B
n ID_A Cleaned name Legal from TD_B Cleaned name Legal Form | Levenshtein | JaroWinkler| Jaccard Soft TFAIDF Exact legal form | Match
1 MTU Aero Engines Gmbh a ,|C100 MTU Aero Engines  AG 2 MTU AeroEngines AG 100 100 100 100 1 Yes
. ) C100 MTU AeroEngines AG 1 MTU AeroEngines  GmbH 100 100 100 100 0 Ne
2 MTU Aero Engines Aktiengesellschaft
C101 MTU Aero Engines GmbH 2 MTU AeroEngines AG 100 100 100 100 0 Ne
€101 MTU Aero Engines _Gmbh 1 _MTU AeroEngines _GmbH 100 100 100 100 1 Yes

Figure 1: Example of the legal form problem with company entity matching

Our paper therefore aims to develop an approach that classifies and extracts the company
name's legal form to improve the data quality and support further data processing steps such
as the RL. Note that we focus on the German legal forms as a starting point for our research.
Based on this introduction and problem statement, we address the research question:
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"Which approach is appropriate to classify and extract the legal form in the company name?"
To answer the research question, we follow the inductive data-driven research approach
according to [14]. This approach seems to us to be most suitable for data science research,
because Maass et al. [19] defines data-driven research as “an exploratory approach that
analyses data to extract scientifically interesting insights (e.g., patterns) by applying
analytical techniques and modes of reasoning”. To carry out the research approach, we
iteratively identified, implemented, and evaluated potential approaches and analysed the
data to extract scientifically insights about the best performing approach. We have tried to
improve the approaches or identify new approaches until the results were acceptable. We
present the results of the developed approaches in a summarising benchmark.

The paper is structured as follows. Section 2 describes the related work. In section 3, we
present our four identified and implemented approaches for the benchmark. In section 4, we
describe and analyse the results of our conducted benchmark. In section 5, we present the
theoretical and practical implications and the limitations of our paper. The paper ends in
section 6 with a conclusion and outlook.

Related Work

The process steps (1) data preparation, (2) blocking, (3) record pair comparison, (4)
classification, and (5) evaluation perform RL [7, p. 24, 20]. The literature review by Kruse et
al. [20] shows that the focus of current research in the field of RL is primarily on the process
step classification and the entire RL process for a given data source pair.

In general RL research, there are RL approaches that achieve high F1-scores [21-23] on
existing RL datasets provided mainly by the Magellan project [8, 24]. Nevertheless, we
cannot compare our research with these results because the used datasets do not consider
the RL challenge of company legal form that we identified. Most of the datasets are used to
link the real-world entities product or person in which the company legal form does not exist.
Only one dataset is used to link the real-world entity company'. Mudgal et al. [22] classify the
dataset as a textual dataset because the dataset has only a unstructured company
description as an attribute. This attribute does not have the RL problem we identified with the
company legal form, as we narrow this problem down to the structured attribute company
name.

Since no benchmark dataset exists to test our approach against other RL processes, we
initially classify the work in the research area of company entity matching and data
preparation in RL. This paper deals with the process step data preparation, which has been
little researched in the context of company entity matching. The papers identified in the areas
of company entity matching and data preparation for RL are presented below.

Company Entity Matching

We have identified the papers of Schild and Schultz [15], Cuffe and Goldschlag [25], and
Gschwind et al. [16] as research papers that focus specifically on company entity matching.
Schild and Schultz [15] present in their paper a self-developed RL process to integrate
different data sources containing companies for research purposes of the Deutsche
Bundesbank. In the paper, seven data sources are used. Two data sources are provided by
external data providers Bureau van Dijk and Hoppenstedt/Bisnode. Five are internal data
sources of the Bundesbank. The attributes company name, legal form, postal code, city, and
street were used for RL. Schild and Schultz [15] describe the company name as the most
important attribute to distinguish company entities. The company name's distinctiveness can
be enhanced by geographical additions or the legal form in the company name. For Schild
and Schultz [15], the most important attribute for comparing companies is their legal form.
They have developed a set of rules consisting of regular expressions to classify the legal
form. The set of rules classifies only the german legal forms. Schild and Schultz (2017)
research results show the importance of company matching for subsequent analytical use

! https://github.com/anhaidgroup/deepmatcher/blob/master/Datasets.md#company
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cases and the impact of the legal form. In the paper, a very static set of rules for the
classification of legal forms was implemented. The approach cannot extract the legal form
from the company name. Our approach aims to classify the legal form and to generate a
company name without the legal form.

Cuffe and Goldschlag [25] address the problem that there are many individual RL
methods and approaches and try to consolidate them in a framework called MAMBA
(Multiple Algorithm Matching for Better Analytics). They focus on the entity company and use
Census microdata. MAMBA's focus is on applying different string similarity measures in
machine learning methods to improve RL results. Cuffe and Goldschlag [25] do not focus on
data preparation and thus do not deal with the classification and extraction of the company
name's legal form.

Gschwind et al. [16] focus on company entity matching to integrate data sources needed
for further processing, such as data analytics. The attributes company name, location, and
industry are used. The result of the paper is a practical end-to-end system. They used a rule-
based approach for the RL process step (4) classification. They developed a machine
learning (ML) method for the data preparation process step, which generates a short
company name from the company name. For example, the ML method extracts the short
company name "Aston Martin" from the company name "Aston Martin Lagonda Limited". The
authors defined this problem as a sequence labeling task and trained a conditional random
field algorithm to identify and extract the company short name. Gschwind et al. [16] do not
deal with the company legal form in their ML method to extract the short company name. The
company's legal form rarely appears in the company's short name in their case. Their first
approach to the RL process deleted the legal form like "inc." or "Itd. However, they observed
that some companies only differ in their legal form. As a solution, they have given less weight
to the legal form in their scoring process. The paper does not describe how the legal form is
identified to give it a lower weight. Neither is the legal form extracted to use it as an
additional attribute in the RL process for the record pair comparison.

Data Preparation for Record Linkage

Randall et al. [26] and Koumarelas et al. [27] focus on the RL process step data
preparation. Randall et al. [26] examine the effect of data preparation on RL quality. Based
on a review by Linkage Software, they identified a set of different data preparation
procedures. They applied them to a synthetic dataset and a real administrative dataset to
compare RL quality with and without data preparation. The results show that data
preparation has little impact on RL quality. The paper does not consider the entity company.
The data preparation methods used were very general. The authors themselves say that
additional data sets need to be evaluated to make a final statement about the negative or
positive impact of data preparation on RL quality. Randall et al. [26] call in their outlook that
further research should be conducted in more specialized processing of name and address
attributes.

Koumarelas et al. [27] present a process to select the data preparation methods that
improve RL quality the most. The process should contribute to the comparability of future
evaluation results in RL research since the description of data preparation is not yet sufficient
for this purpose, according to Koumarelas et al. [27]. The data preparation procedures
considered by Koumarelas et al. [27] do not refer to the company name or legal form.
General data preparation methods such as "split attributes”, "remove special characters" or
address related data methods are considered. There is no focus on the entity company for

the RL process.

Approaches to classify and extract the legal form
The related work shows no data preparation approach to classify the legal form of a

company and extract it from the company name. Furthermore, it shows that specific data
preparation can lead to a general increase in data quality and an increase in RL quality. We
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have adapted and further developed the approaches Bundesbank and Cleanco and
developed two completely new approaches, we called them Deep Learning approach and
Hybrid approach, and benchmarked them to classify and extract German company legal
forms from company names. In the following, these four developed approaches are
described.

Adapted rule-based approach from Bundesbank

The Bundesbank approach is a rule-based approach to classify the company legal form
based on [15]. Despite the restriction that the approach only classifies the legal form and
does not extract it, it should be included in the benchmark. Schild and Schultz [15] have
described the regular expressions in the appendix of their paper and the set of rules to
combine certain regular expressions to determine the legal form. The syntax of the regular
expressions described in the paper is PERL. They implemented the following German legal
forms "GmbH", "AG", "SE", "KG", "OHG", "UG", "GbR", "e.V.", "e.G.", "KGaA", "VVaG.",
"GmbH & Co. KG", "GmbH & Co. KGaA", "GmbH & Co. OHG" and "SE". We have
implemented the regular expressions and the set of rules in Python. Figure 2 shows the
regular expression in Python syntax for the legal form "GmbH". This example illustrates how
complicated the regular expressions are to read and extend. For example, regular
expressions were developed to classify the legal form "GmbH" and "KG" and the addition "&
Co.". If the three regular expressions are found together in a company name, the set of rules
classifies a "GmbH & Co. KG". Due to the high modeling effort required to extend the
Bundesbank approach e.g. with the legal form extraction function and to add more legal
forms, we focused on improving the necessary manual effort in the next approaches.

patternGMBH = "(GMBH) | (GmbH) | (G| g)?(E|e)?(S|s)?\.?(ELL|ell)?\.?(SCH | sch)?\.?(AFT | aft)?
?(M[m)\.2(IT]it)? ?(B|b)(ESCHR|eschr)?\.?(A|4)?(AE?|ae?)?(NKTER | nkter)?
?(HIh)( |,I\.|$|AFTUNG aftung)"

Figure 2: Regular expression for the classification of legal form

Adapted rule-based approach by Cleanco

The Cleanco approach is based on the Github project Cleanco. We identified this project
through an internet search for approaches to classify and extract legal forms. Cleanco is a
Python-based package that identifies the legal form, removes it, and returns a cleaned
company name. Cleanco is based on a rule-based approach. The Bundesbank approach
presented in section 3.1 could only classify German legal forms. The Cleanco set of rules
contains legal forms from 66 different countries. In our benchmark. Since Cleanco contains
German legal forms it was considered in the benchmark. By default, Cleanco has only
implemented the German legal forms 'gmbh & co. kg', 'gmbh & co. kg', 'e.g.", 'e.v.", 'gbr,
'ohg', 'partg’, 'kgaa', 'gmbh’, 'g.m.b.h.' and 'ag'. Besides, Cleanco standardizes all legal forms
from different countries to the English legal forms. For example, a "GmbH" is classified as its
English equivalent "Limited".

To enable a benchmark with the other approaches, we have adapted and expanded the
German legal forms in the Cleanco rules. The legal form "gmbh & co. kg" is implemented in
the Cleanco Standard package but is missing in our Cleanco rule set. Since the current
implementation of Cleanco cannot classify legal forms consisting of several tokens like
"gmbh & co. kg" caused by the technical implementation. For this reason, we had to remove
all legal forms that consist of several tokens. Due to the high modelling effort required to
remove the technical restriction of classifying legal forms that only consist of one token
("GmbH" works but "GmbH & Co. KG" does not) we have focused on another approach.

Deep Learning (DL) Approach

To implement the deep learning (DL) approach we define the legal form classification and
extraction as a sequence labeling problem, such as part-of-speech tagging or named entity
recognition [28]. A Sequence Labeling Problem exists if a label from a defined label set is
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assigned to each token of a sequence [28]. In our case, the sequence of tokens is the
company name. These tokens are to be labeled whether they belong to a specific legal form
or not. For sequence labeling, a tagging scheme has to be chosen [29]. In our case, we have
chosen the conventional BIO tagging scheme [29, 30]. A starting tag (B), an inner tag (), and
an outside tag (O) is defined. Each of the 27 legal forms (see table 5) is provided with a
beginning tag (B-legal form) and an inner tag (I-legal form). All tokens which do not belong to
a legal form are assigned the tag (O). An example is shown in table 3.

Table 3: Example of the Sequence Labeling Schema

Name kuhn gmbh facilities management

Label o] B-Gmbh @) 0]

Name agl maschinenbau | gesellschaft | mit beschraenkter | haftung
Label O O B-Gmbh I-Gmbh I-Gmbh I-Gmbh

We created a sample of 10,000 company names based on the GLEIF, Crunchbase ODM,
and OpenCorporates databases (see Table 1) to create the training data set. We filtered the
databases for German companies. We used the labeling tool doccano to label the 10,000
company names with our BIO tagging scheme [31]. We have identified other legal forms
such as "Stiftung" or "EK" during the labeling process that are not implemented in the
previous approaches Bundesbank and Cleanco. We have created a balanced labelled data
set with 18.300 company names. The neural network architectures is a classical bi-
directional LSTM (BI-LSTM), often used for sequence labeling problems [28, 30]. The labeled
company data set was divided into 80% training data and 20% test data. The BI-LSTM with
the best parameter settings achieved an F1 score of about 99.2% on the test data. The DL
approach delivers good results but has problems with some legal forms, such as the
"gGmbH" and the "PartG", which are often wrongly classified as "GmbH". In addition,
sequence labeling according to the BIO tagging scheme requires a high manual effort, as
each token in the company name has to be tagged with a label. In order to solve the
problems mentioned and expand other legal forms in the future, a high manual labeling effort
is necessary. For these reasons, we have developed another approach that should achieve
the same or better results, involves less label effort and allows the input of domain
knowledge to solve the problems with legal forms such as the "gGmbH".

Hybrid: Rule-based with Machine Learning

The Hybrid approach consists of a rule-based and a supervised ML component to perform
the classification and extraction of legal forms from the company name. In the past, rule-
based systems were used for the classification of texts. Today, ML approaches are
increasingly used. The rules of the rule-based approaches need to be set up manually, which
often results in high effort and complexity [32, 33]. In contrast, supervised ML algorithms
enable the automated creation of complex sets of rules based on massive amounts of data.
However, the algorithms require sufficiently labeled data to learn the rules, which is a one-
time manual effort. One advantage of rule-based approaches is that humans can apply their
domain knowledge directly when creating a set of rules. This makes the set of rules easy to
understand and extensible for humans [32]. The legal form classification and extraction
problem demonstrate that legal forms' inconsistent representation and diversity require
special domain knowledge. While analysing and labeling the data, we identified other legal
forms such as "EK" or "Stiftung", which are not implemented in the rule-based approaches
Bundesbank (section 3.1) and Cleanco (section 3.2). Also, we identified other
representations for the individual legal forms such as "g.m.b.h." or "o0.h.g." that are not
implemented in the existing approaches. To solve the classification and extraction problem of
legal forms, we combine rule-based components and ML methods to take advantage of both.
For this purpose, we divide the legal form classification and extraction problem into the
subtasks: (1) identification of legal form relevant tokens, (2) classification of the legal form
based on the legal form relevant tokens, and (3) extraction of the legal form relevant tokens
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from the company name. The data flow and the solution approach for the hybrid approach's
subtasks are shown in figure 3. They are described below:

(1) Identification of legal form relevant tokens: For the legal form's classification, only
the legal form tokens in the company name are relevant. For the company name "Example
gesellschaft mbh", these are the tokens "gesellschaft" and "mbh". Since we have already
established that the diversity of existing legal forms and the inconsistent representation of the
individual legal forms requires domain knowledge, we implemented an identification rule set
to solve this subtask. The rule set consists of a list of all tokens that are part of a legal form,
such as "ek", "eg", "ag" "aktiengesellschaft" or "gmbh". Experts can easily extend this list.
With the list's help, all tokens relevant to the legal form of a company name are extracted.
The legal form is classified based on the extracted tokens relevant to the legal form in the

next step.

(2) Classification of the legal form based on the legal form relevant tokens: For the
classification of the legal form based on the extracted legal form relevant tokens we use ML
approaches, since the manual creation of a rule set would be very complex and time
consuming.

We used and compared the ML methods of Random Forest Tree and Support Vector
Classifier (SVC). The labeled data set of the DL approach (section 3.3) is used as training
data. The dataset was extended by 500 samples, in which no legal form is included in the
company name. Also, the represented legal form was extracted from the BIO labels as a
single label. The entire data set thus comprises 18800 training samples. The extracted
components are encoded by multi-label binarization. This results in a vector that contains a 1
for each recognized component of the created list and a 0 for all others. With this vector, the
two methods were trained with 80% of the data and evaluated with 20% of the data. The
results are shown in table 4.

(1) Identification of legal form
relevanttokens

(2) Classification of
legal form based on
relevanttokens

(3) Extraction of legal form relevant
tokens from company name

fdentlj‘l;atmn Extraction
Company hame wieset | Legal form token Classified legal form Companyname rvleset Clean Name
g sve + legal form
werner ruthmann > | werner ruthmann
werner ruthmann

bau gmbh & co kg [gmbh, &, co, k] : GmbH & Co. KG bau gmbh & co kg bau

1

1

Figure 3: Data flow of the hybrid approach

Table 4 shows that the quality of the models is very high, with over 99%. The SVC shows
with a weighted F1 score of 99.7% the better performance than the random forest tree with
99.57%. That both models achieve excellent results shows that the classification of a legal
form from the extracted legal form relevant tokens works very reliably. However, the most
correct and complete extraction of the legal form components from the company name is
decisive for the good performance, which has a significant influence on the classification's
success. This shows that combining a rule-based extraction of the legal form relevant tokens
and the classification with an ML method is very successful for this application. Finally, we
have chosen the SVC as the classifier of the hybrid approach.
Table 4: Results Models for legal form classification

Model Precision Recall F1-Score
Random Forest 0.9963 0.9952 0.9957
SvC 0.9969 0.9971 0.9970

Furthermore, this approach's extensibility is easy to implement by domain experts extending
the list of legal-form-relevant tokens. Besides, the effort for labeling new data sets is less
than with the DL approach, since it not necessary to label according to the BIO tagging
scheme, but rather it is sufficient to label only the legal form belonging to a company name.
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(3) Extraction of the legal form relevant tokens from the company name: A rule-
based approach does the extraction of the legal form relevant tokens. We have maintained
an extraction rule set containing a list of tokens for each legal form that should be searched
for and removed from the company name. The rule-based approach needs the previously
classified legal form as input. The dependence of the extraction on the classified legal form is
an essential condition for the hybrid approach. For example, the following company, "Meyer
Gesellschaft Stiftung" is classified as a "Stiftung". In this case, the token "gesellschaft"
belongs to the company name and is not a legal form relevant token. If all current legal form
relevant tokens would be extracted during the extraction, the token "gesellschaft" beside the
"Stiftung" would be erroneously removed from the company name. In our approach, the
tokens to be removed depending on the classified legal form. Thus, we ensure that only the
tokens belonging to the legal form are removed. In our example, the token “Gesellschaft” is
not included in the extraction rule set for the legal form “Stiftung”, so only the token "Stiftung"
is removed.

Benchmark of the Approaches

We have created a new labeled data set out of our data sources (see table 1) containing
3733 company names (see table 5). This dataset is used to benchmark the four different
approaches for classifying and extracting the company's legal form. This data set is unknown
for all approaches to evaluate the quality of the four approaches.

Benchmark data set

When creating a real data set for evaluation, we made sure that the evaluation data set does
not contain any company names that have already been used for training the approaches. It
was also essential for us to create a real evaluation data set and ensure that all legal forms
appear in the data set. Our final dataset contains 3733 company names. These were
manually labeled again with the defined BIO tagging scheme (see table 3) in the labeling tool
doccano [31]. The frequency of each legal form in the evaluation dataset is shown in table 5
(column amount).
Table 5: Benchmark results for every approach with the exact match ratio

Classification Extraction
Legal form Amount | Bundesbank | Cleanco DL Hybrid Cleanco DL Hybrid
OHG 345 0.919 0.971 0.980 0.997 0.910 0.962 | 0.933
GmbH 324 0.919 0.809 0.969 0.997 0.895 0.966 | 0.935
GmbH & Co. KG 307 0.694 0.000 0.958 0.977 0.697 0.945 | 0.926
No legal form 287 0.526 0.969 0.892 0.937 0.969 0.857 | 0.937
Aktiengesellschaft 257 0.743 0.728 0.969 0.981 0.938 0.961 0.965
EG 247 0.194 0.854 0.988 1.000 0.883 0.980 | 0.960
SE 237 0.958 1.000 1.000 0.992 0.987 0.996 | 0.987
EK 220 0.000 0.768 0.959 0.991 0.900 0.995 | 0.973
Stiftung 216 0.000 0.977 0.958 0.972 0.403 0.958 | 0.972
EV 202 0.787 0.832 0.842 0.990 0.787 0.911 | 0.896
GbR 198 0.727 0.899 0.934 1.000 0.854 0.949 | 0.939
UG 153 0.850 0.935 0.980 0.987 0.046 0.980 | 0.974
VVaG 133 0.023 0.571 0.609 0.774 0.609 0.602 | 0.632
UG & Co. KG 103 0.660 0.000 0.971 0.990 0.000 0.893 | 0.796
KG 84 0.905 0.929 0.976 1.000 0.929 0.929 | 0.976
GmbH & Co. KGaA 81 0.790 0.000 0.852 0.877 0.000 0.889 | 0.864
gGmbH 79 0.000 0.443 0.418 0.835 0.468 0.418 | 0.810
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PartG 73 0.000 0.178 0.589 0.849 0.096 0.452 | 0.521
GmbH & Co. OHG 59 0.814 0.000 0.831 0.932 0.000 0.797 | 0.831
SE & Co. KG 49 0.000 0.000 1.000 0.959 0.000 0.980 | 0.959
Stiftung & Co. KG 28 0.000 0.000 1.000 1.000 0.036 1.000 | 0.929
KGaA 22 0.818 0.864 0.864 0.864 0.818 0.818 | 0.818
AG & Co. KGaA 11 0.727 0.000 0.727 0.727 0.000 0.818 | 0.818
Limited & Co. KG 6 0.833 0.000 0.833 1.000 0.000 0.833 | 0.833
SE Co. KGaA 5 0.000 0.000 0.800 0.800 0.000 0.800 | 0.800
AG & Co. KG 4 0.750 0.000 1.000 0.750 0.000 1.000 | 0.750
AG & Co. OHG 2 1.000 0.000 1.000 1.000 0.000 1.000 | 1.000
SE & Co. OHG 1 1.000 0.000 0.000 0.000 0.000 0.000 | 0.000
Summary 3733 0.589 0.696 0.919 0.962 0.705 0.913 | 0.916

Execution and analysis of the benchmark

The result of the benchmark is shown in table 5. It was divided into legal form classification
(classification of the correct legal form) and extraction (were all legal form components
identified in the company name). The Bundesbank approach (section 3.1) is only included in
evaluating the classification, as it does not extract the legal form. The benchmark was
performed for each legal form. The ratio of correctly classified companies to the total number
of companies per legal form was calculated as the so-called exact match ratio.

The exact match ratio for the classification was calculated using the ratio of correctly
classified companies to the total number of companies per legal form. The legal form's
extraction was evaluated as correct if all legal form elements were extracted from the
company name. For the extraction, the exact match ratio was thus calculated from the ratio
of correctly extracted legal forms to the respective total number of companies.

Overall, the hybrid approach for the classification and extraction of the legal form is the
best of the four approaches. It achieves an exact match ratio of 0.962 for classification and
0.916 for extraction. The DL approach is slightly worse. With an exact match ratio for the
classification of 0.919, the DL approach is 4.3% behind the Hybrid approach. For extraction,
the DL approach is only 0.3% behind the Hybrid approach. The Bundesbank approach
achieved an exact match ratio of 0.589 for the classification. Cleanco achieved an exact
match ratio of 0.696 for the classification. For the extraction, Cleanco is with an exact match
ratio of 0.705 over 20% behind the DL and Hybrid approach.

In general, the Hybrid approach has a 2-3% better Exact Match Ratio per legal form than
the DL approach for the task classification. For the legal forms "EV" or "gGmbH" the Hybrid
approach has a 14.8% and 41.7% better exact match ratio. The DL approach often classifies
the legal form "EV" as "No legal form" or "EK", which results in a difference of 14.8% of the
Exact Match Ratio. For the "gGmbH" legal form, the DL approach often classifies a "GmbH",
which results in the 41.7% worse exact match ratio. With the legal forms "SE" and "SE & Co.
KG", the DL approach has a 0.8% and 4.1% better exact match ratio than the hybrid
approach. In some cases, the hybrid approach classifies an "SE" as "SE & Co. KG" and vice
versa, which results in the difference of the exact match ratio. The Bundesbank and Cleanco
approach only achieve for the legal forms "KGaA", "AG & Co. KGaA" and "AG & Co. OHG"
the same exact match ratio as the DL or hybrid approach. The Bundesbank and Cleanco
approaches' rules do not reflect the diverse representations within a legal form to the same
extent as the DL and Hybrid approaches. From this, it can be concluded that the legal forms
"KGaA", "AG & Co. KGaA" and "AG & Co. OHG" do not show a high diversity in the
evaluation data since the approaches have the same exact match ratio. The legal form
"Stiftung" is represented very consistently in the evaluation data, as the Cleanco approach
has the best exact match ratio of 0.977. The hybrid approach has a 0.5% lower exact match
ratio for the same legal form. For the label "No legal form" Cleanco has a 3.2% better exact
match ratio than the Hybrid approach. The Cleanco approach covers fewer legal form
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variants (see table 3). Cleanco generally classifies more records as "No legal form", which
explains the difference.

In the extraction, the difference in the exact match ratio between the DL approach and
the Hybrid approach is 0.3%. The differences in the exact match ratio per legal form are
minimal as well. In 14 cases, the exact match ratio of the DL approach is better than the
Hybrid approach. In 7 cases, the Hybrid approach is better than the DL approach. In 5 cases,
the exact match ratios of the two approaches are equal. For the legal form "gGmbH", the
exact match ratio difference between the DL approach and the Hybrid approach is 39.2%,
which is significantly higher than the others. The DL approach classifies some records with
the legal form "gGmbH" as "GmbH" and therefore does not extract the legal form correctly.
As a result, the DL approach has a 39.2% worse exact match ratio. The only case where
neither the DL approach nor the Hybrid approach has the best exact match ratio is for the
label "No legal form". For this label, Cleanco shows the best exact match ratio with 0.969.

Discussion

Theoretical and Practical Implications

The results of our benchmark, which approach is suitable for classifying the company legal
form and extracting it from the company name, directly influences theory and practice. First,
our developed Hybrid approach increases the data quality of company names and company
legal forms in company databases. Our application example for our developed data
preparation approach is the company entity matching. Here we show with our research that
the classification and extraction of the company legal form is a general problem and exists in
many data sources. So far, no benchmark dataset for company entity matching exists which
contains this RL challenges. We show that this problem can be solved with our Hybrid
approach consisting of a set of rules and a supervised ML method, or our DL approach.
Thus, we confirm and support the statements of Govind et al. [8] and Gschwind et al. [16]
that ML procedures should be used for subtasks in RL and thus support the automation of
the RL process. This statement is confirmed by our approach and encourages us to identify
further general problems in RL and data preparation and investigate suitable ML solutions for
these problems. For example, the standardization and matching of company address data.
Furthermore, the results of our paper show that it is appropriate for RL to consider problems
for the respective real-world entities such as products, persons or companies.

Our developed data preparation approaches, Hybrid and DL, can be used for any new
scientific and company data source. We show that general data quality problems with the
concise and consistent representation of attributes could be solved with such approaches.
The approach could be further explored theoretically and practically and applied to other
attributes with similar data quality problems as concise and consistent representation.

Limitations

Our research has limitations that lead to potential future research opportunities. In our paper,
we focus on German legal forms. Further research should investigate the extension of the DL
and Hybrid approach to include other legal forms. In doing so, the extendibility requirement
and performance should be measured. A different approach may be necessary for each
country and its legal forms in the future.

We have selected the listed data sources due to our focus on German legal forms (table
1). Future research should investigate additional data sources and additional evaluation data
sets. The evaluation of the hybrid and DL approach with other data sources could provide
further insights into which approach is the better one under which conditions.

In the future, the approach should be also used in real RL experiments to investigate how
much influence this data preparation procedure has on company entity matching results. In
addition, a benchmark dataset for company entity matching should be created in order to
benchmark existing RL approaches.

23



Kruse et al. | Bus. Inf. Sys. 1 (2021) "BIS 2021"

Conclusion and Outlook

The entity company is present in many internal and external data sources and is often
required in analytical use cases. Therefore, the different internal and external data sources
need to be integrated. The integration of the data sources is enabled by the data integration
process, which consists of the process steps (1) schema matching, (2) record linkage (RL),
and (3) data fusion [7]. In this paper, we focus on the RL of the real-world entity company
and define this as company entity matching. In company entity matching, the company name
is crucial and presents several challenges. The legal form is often included in the company
name and is also an important discriminative attribute. Since the legal form is not a separate
attribute in most data sources, it cannot be directly analysed for further data processing
steps.

Moreover, the legal form lacks data quality, as it is often not concise and consistent
represented in the company name. For the German legal form "GmbH" we show 9 different
representations (see table 2). Our goal to solve the data quality problems is to classify and
harmonize the legal form and to split the company name and legal form into two separate
attributes. To achieve this goal, we answer the following research question in our paper:
"Which approaches are suitable to automatically classify and extract the legal form in the
company name?". We answer the research question through our inductive data-driven
research procedure, according to Grover and Lyytinen [14]. As a result, we have iteratively
developed four approaches to solve the problem, which we present and evaluate in a
summarising benchmark. The first approach, called Bundesbank, is rule-based and is
adapted by the paper by Schild and Schultz [15]. The second approach, called Cleanco, is
also rule-based and is adapted on the Github project Cleanco. The third approach, called
Deep Learning (DL), defines the legal form classification and extraction problem as a
sequence labeling problem and solves it with a Bi-LSTM deep learning model. The fourth
approach, called Hybrid, is a combination of a rule set for identification and extraction of legal
form relevant tokens and a supervised ML algorithm for the classification of the legal form.
The benchmark data set contains 3733 records. The Hybrid approach achieves the best
values in the benchmark with an exact match ratio of 96.2% for the legal form classification
and 91.6% for the legal form extraction. The DL approach achieved the second-best values
with 91.9% for classification and 91.3% for extraction. Thus, the Hybrid shows the best
performance in the benchmark. Further, experts can easily extend the developed rule sets,
meaning the Hybrid approach is easier to expand than the DL approach. Likewise, additional
training data sets can be labeled with new legal forms to extend the classification model. The
labeling of new training data sets for the DL approach is more complex since all tokens of the
company name must be labeled. In contrast, the supervised ML method in the Hybrid
approach requires only one label for the company name.

Our approach and results show that general problems exist for the individual real-world
entities such as companies represented in different data sources. For these general-entity-
specific problems, generic solutions can be created to improve the data quality, such as
concise and consistent representation of attributes. Furthermore, our results show that using
hybrid ML methods or DL approaches is successful for these problems and should be further
researched. In future research, the developed data preparation approach will be used in RL
processes to measure the impact in company based RL case studies.
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Abstract. Data continuously gathered monitoring the spreading of the COVID-19 pandemic
form an unbounded flow of data. Accurately forecasting if the infections will increase or de-
crease has a high impact, but it is challenging because the pandemic spreads and contracts
periodically. Technically, the flow of data is said to be imbalanced and subject to concept drifts
because signs of decrements are the minority class during the spreading periods, while they
become the majority class in the contraction periods and the other way round. In this paper,
we propose a case study applying the Continuous Synthetic Minority Oversampling Technique
(C-SMOTE), a novel meta-strategy to pipeline with Streaming Machine Learning (SML) clas-
sification algorithms, to forecast the COVID-19 pandemic trend. Benchmarking SML pipelines
that use C-SMOTE against state-of-the-art methods on a COVID-19 dataset, we bring statisti-
cal evidence that models learned using C-SMOTE are better.

Keywords: SML, Evolving Data Stream, Concept Drift, Balancing, COVID-19

Introduction

Nowadays, a multitude of smartphones, wearables, computers, and Internet of Things (loT)
sensors produce massive, continuous, and unbounded flows of data, namely data streams.
They pose several challenges to Machine Learning (ML) since they are impossible to load as
a whole in memory, and they are often non-stationary (i.e., they present concept drifts [1]).
Moreover, when they are the input for a classification problem, they present class imbalance.
This is the case of data streams related to the pandemic of COVID-19.

For instance, several ML models used for forecasting sales are failing during COVID-19 be-
cause people’s behaviour keeps changing. Before the disease, a large part of the people spent
all the day at the office, supermarkets, bars, restaurants while only a small part of the popula-
tion (minority class) stayed at home. When COVID-19 spread, it was the opposite. The majority
of the people stayed at home, and only a small percentage of them went outside (new minority
class). During 2020 summer/autumn and 2021 winter, such a change in people’s behaviour
was often observed in many countries worldwide. Those sale forecasting solutions failed be-
cause they were unable to detect concept drifts and manage minority instances. Indeed, the
traditional ML techniques are not designed to monitor concept drifts, so their models are prone
to introduce classification errors when they happen.

In recent years, the Streaming Approach (a.k.a. Data Stream Mining or Online Learning)
approach was introduced to tackle those problems. Streaming Machine Learning (SML) meth-
ods can detect when concept drifts occur and adapt the model accordingly.

This paper focuses on the COVID-19 case study, aiming at predicting the daily trend in the
spreading of COVID-19. ltis a streaming binary classification problem that requires addressing
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Figure 1. COVID-19 pandemic spreading in ltaly. Red lines are concept drifts.

both concept drift and class imbalance [2]. Indeed, when the pandemic spreads, we may
simply forecast an increment trend ignoring signs of decrement. On the over way round, when
the pandemic contracts or is stable, we may ignore early signs of increment. Due to the concept
drifts occurrences, classes can swap, i.e. all the samples labelled as minority (majority) class
before a concept drift occurrence get labelled as majority (minority) class after it. Fig.[1]shows
the COVID-19 spreading in ltaly. In particular, Fig. [1al shows the number of new daily cases
while Fig. [Tb|shows COVID-19 increment/decrement cases respect to the day before. 0 means
that the COVID-19 cases decreased, while 7 means that the COVID-19 cases increased. The
red lines represent the concept drifts occurrenceﬂ Tableshows the percentage of COVID-19
increment/decrement cases in each concept drift. We can see that there is a continuous class
swapping.

To address this problem, we applied our novel C-SMOTE [4] SML meta-strategy, inspired by
SMOTE [5] class rebalancing algorithm. Considering that in literature there are SML algorithms
natively able to rebalance streams in presence of concept drifts (let’'s denote them with SML+)
and algorithms unable to do so (say, SML-), we formulated the following research questions:

Q1 does prepending C-SMOTE to SML- algorithms improve their performances?
Q2 are there pipelines of C-SMOTE and a SML- algorithms that outperform SML+ models?

In more detail, the main contributions of this paper are statistical evidence that, also in this
particular case study, prepending C-SMOTE to SML- algorithms improves the minority class
performances w.r.t. both the SML-’s and SML+’s performances, and, hence, better predicts the
daily trend of COVID-19 spread.

The remainder of this paper is organized as follows. Section[Sampling Technigues for Class|
[Imbalance] describes the investigated problem and presents techniques able to handle it. Sec-
tion describes the C-SMOTE meta-strategy. Section introduces the
related works. Section [Experimental Settings|introduces the dataset, metrics, and algorithms
used in the experiments on a COVID-19 dataset and presents our research hypotheses. Sec-
tion [Results and Discussion| shows and discusses the evaluation results. Finally, Section
[clusions|discusses the conclusions and outlines directions for future research.

Table 1. % of COVID-19 increment/decrement cases in each concept drift.

Case CD1 CD2 CD3 CD4 CD5 CD6 CD7 CD8
Increment (1) 64.52% 38.10% 50.00% 41.30% 42.55% 51.16% 64.44% 46.15%
Decrement (0) 35.48% 61.90% 50.00% 58.70% 57.45% 48.84% 35.56% 53.85%

"The concept drifts occurrences are calculated using the ADWIN [3] strategy.
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Sampling Techniques for Class Imbalance

Imbalanced data are characterized by an unequal distribution between the classes. Since the
minority class(es) instances rarely occur, the models only focus on patterns for correctly classi-
fying the majority class(es) samples, so avoiding the ones for predicting the minority class(es)
ones. The resulting problem is that the model will tend to predict all the samples as majority
class ones, without really examining any of their features.

In the literature, there are four approaches for handling class imbalance [2]: sampling tech-
niques, cost-sensitive learning, kernel-based methods, and active learning methods. In partic-
ular, sampling techniques allow changing the data distribution before the training phase. As a
consequence, the algorithms can focus on cases that are more relevant to the user. For this
reason, this work focuses on them: they allow a sort of meta-strategy development to prepend
to any SML- model chosen by the user.

The most popular balancing technique is SMOTE [5]. For each minority class sample s, it
synthetically generates new minority class points lying on the segments that join s to any/all of
its kK minority class nearest neighbours. In general SMOTE has been shown to improve classi-
fication, but it may also show drawbacks related to the way it creates synthetic samples. Specif-
ically, SMOTE introduces new samples without considering how the majority class points are
distributed into the space region, and so risking to place the new points in a majority class region
and to increase the overlapping between classes. To this end, more than a hundred SMOTE
variants have been proposed [6] to overcome the overlapping between classes. The most well-
known are Borderline-SMOTE [7], ADASYN [8], DBSMOTE [9], MDO [10], SWIM [11], and
G-SMOTE [12].

However, SMOTE it is still considered the "de-facto” balancing technique [6]. This is the
reason why C-SMOTE is based on it. Moreover, as a sampling technique, SMOTE caches
the entire dataset in memory. This approach is against the basic principles of the data stream
paradigm that states that a sample can be inspected only once, as fast as possible, and then
discarded. In the [nexi| section we explain how to overcome this problem.

C-SMOTE

This section recalls the C-SMOTE description, inspired by SMOTE, originally presented in [4].
C-SMOTE is designed to rebalance an imbalanced data stream and, as Fig. [2 shows, it can be
pipelined with any SML- technique. C-SMOTE stands for Continuous-SMOTE, meaning that
the new SMOTE version is applied continuously. Its pseudocode is presented in Algorithm
while its implementation is available in the MOA GitHub repositoryP]

T -
(Xi,yi) Data Stream

Prediction

Figure 2. Architecture of SML pipelines using C-SMOTE meta-strategy.

2https://github.com/Waikato/moa
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Algorithm 1:
1 Function C-SMOTE (minSizeMinority,l, rebalanceThreshold, S):
2 W, Wiapel < @
3 S(),Sth,Sl{—O
4 Sgen < @
5 imbalanceRatio < 0
6 adwin < &
7 while hasNezt(S) do
8 X,y < next(S)
9 prequential Evaluation(X, 1)
10 train(X,y,1)
1 W <« add(X,y)
12 updateWindows(X,y, Wigpel)
13 updateCounters(y, So, S1)
14 adwin < add(y)
15 checkConcept Drift(adwin, W, Wiaper, So, S1, 50, S1, Sgen)
16 Wmin7 Smin7 Smin — 36ZQCtMinOTityClass(Wv Wlabel: S07 Sl s ng SL)
17 Winaj> Smajs Smaj < selectMagjorityClass(W, Wigper, So, S1, S0, S1)
18 if checkMinSize(minSizeMinority, Sm:n) then
19 imbalanceRatio < ratio(Smin, Smaj, Smin, Smaj)
20 while rebalanceT hreshold > imbalance Ratio do
21 X, g + newSample(Win, Sgen)
22 Smin  Smin +1
23 train(X, g,1)
24 imbalanceRatio < ratio(Smin, Smaj, Smin, Smaj)
25 end
26 end
27 end

28 End Function

As said before, the real problem is the lack of the entire data during the rebalance phase.
Moreover, it is impossible to store every new sample in memory until the data stream ends for
two reasons: 1) the data streams are assumed infinite, and 2) this would be against the stream
paradigm approach. The solution is to save the instances into a sliding window W (Line 11)
and use ADWIN [3] to keep in W only the i) necessary recently-seen and ii) consistent to the
current concept samples (Lines 14-15). ADWIN keeps a variable-length window of recently
seen items, with the property that the window has the maximal length statistically consistent
with the hypothesis “there has been no change in the average value inside the window” [3].
Then, after having found the real minority and majority classes (Lines 17-18) and the actual
imbalance Ratio between the number of minority, minority generated and majority instances
stored in W (Line 20), C-SMOTE is ready to rebalance the stream introducing new synthetically
generated samples (Line 22). It uses the minority class samples stored in W,,,;,, to apply an
online version of SMOTE. In this way, this one is always applied to data that are consistent with
the current concept, and the newly generated samples will be consistent with it, too. SMOTE,
before starting to generate new instances, calculates the number of instances to introduce for
each minority sample in the batch and then it starts to execute. Instead, C-SMOTE randomly
chooses one sample (X,y) from W,,;, and uses it to apply SMOTE. Then, the function, in
this rebalance phase, does not use any more (X,y) to generate other synthetic instances.
So, in our continuous version, not all the minority class instances are used to generate new
instances. After that, at Line 24, the new instance (X, #) is used to train the learner I and the
new imbalanceRatio is calculated.

Related Work

To the best of our knowledge, in the literature exist only a few computing models to be adopted
to predict the COVID-19 pandemic spreading [22]. Moreover, only a couple of them addresses
the problem as a continuously evolving task [23], [24] without however referring to any concept
drift detection or class imbalance. Instead, the methods we propose in this paper (i.e. SML+),
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Table 2. The principal characteristics of the related works compared to C-SMOTE.

Method Classifier type Approach type Approach for CD Approach for Class Imbalance
RLSACP [13] Single Passive Forgetting factor Cost weight

ONN [14] Ensemble Passive + Active module Forgetting factor Cost weight
ESOS-ELM [15] Ensemble Passive Weighted ensemble Cost weight

NN |16] Ensemble Passive Weighted ensemble Cost weight
OnlineUnderOverBagging |17] Ensemble Passive Weighted ensemble Undersampling + Oversampling
OnlineSMOTEBagging [17] Ensemble Passive Weighted ensemble SMOTE
OnlineAdaC2 |17] Ensemble Passive Weighted ensemble Cost weight
OnlineCSB2 [17] Ensemble Passive Weighted ensemble Cost weight
OnlineRUSBoost [17] Ensemble Passive Weighted ensemble Undersampling
OnlineSMOTEBoost [17] Ensemble Passive Weighted ensemble SMOTE

ARERE |18] Ensemble Active ADWIN Cost weight

RB [19] Multiple (4) Active ADWIN SMOTE

OOB |20] Ensemble Left to pipelined algorithm Left to pipelined algorithm Oversampling + Cost weight
UOB |20] Ensemble Left to pipelined algorithm Left to pipelined algorithm Undersampling + Cost weight
WEOB1/WEOB?2 |21] Ensemble Left to pipelined algorithm Left to pipelined algorithm Cost weight
C-SMOTE |4] Meta-strategy Left to pipelined algorithm Left to pipelined algorithm SMOTE + ADWIN

wrapped up in Table 2] are able to learn from imbalanced data stream and dealing with concept
drift changes that perfectly suit this task. They are commonly categorized into two major groups:
passive versus active approaches, depending on whether an explicit drift detection mechanism
is employed. Passive approaches train a model continuously without an explicit trigger report-
ing the drift, while active approaches determine whether a drift has occurred before taking
any actions. Examples of passive approaches are RLSACP [13], ONN [14], ESOS-ELM [15],
an ensemble of neural network [16], OnlineUnderOverBagging, OnlineSMOTEBagging, Onlin-
eAdaC2, OnlineCSB2, OnlineRUSBoost and OnlineSMOTEBoost [17], while ARFgre [18], Re-
balanceStream [19] are considered active approaches. Then, there are other models like OOB
and UOB [20], WEOB1 and WEOB2 [21] that, similarly to C-SMOTE, propose only an online
rebalance strategy, leaving to the pipelined algorithm the concept drift management (approach
type and the concept drift approach).

From Table [2| we can notice that the major part of the SML+ methods combine more learn-
ers together (ensemble strategy). Only RLSACP uses a single learner and RB uses four learn-
ers in parallel. About the approach to manage the concept drift occurrence, we can see that
the most used one is to assign a weight to each learner of the ensemble and to discard the
one having the lowest weight (weighted ensemble). In this way, the ensemble is composed
only of the learners that perform well in the underlying concept. Only a couple of methods use
forgetting factor strategies, giving, gradually, less importance to the past data and more impor-
tance to the new data in input. There are also two methods that adopt the ADWIN [3] strategy,
while the last four leave this task to the pipelined algorithm. Instead, about the class imbalance
management, there are different option used. Some algorithms use the cost weight strategy in
which the minority class sample importance is increased in comparison to a sample from the
majority class, others use SMOTE [5], while others combine together different strategies such
as undersampling and oversampling or undersampling/oversampling and cost weight. The last
important thing to notice is the difference with C-SMOTE. Being a meta-strategy to be pipelined
with any other SML- technique, the approach type and the concept drift approach used by C-
SMOTE are the ones used by the model to which is prepended by (SML-). Instead, as class
imbalance approach, C-SMOTE uses the combination of ADWIN and SMOTE. In particular,
in addition to the different rebalance strategy proposed, OOB, UOB, WEOB1 and WEOB2 dif-
fer from C-SMOTE in the classifier type. They all use an ensemble strategy, while C-SMOTE,
being a meta-strategy, can be prepended to any type of classifier (single, multiple or ensemble).

Experimental Settings

This section has five parts. The first four ones discuss i) the dataset, ii) the algorithms, iii) the
metrics, and iv) the various experimental settings used to test C-SMOTE, while the last part
introduces the hypotheses to test.
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Table 3. Concept drift and imbalance level summary for several countries.

Country Concept Drift % Increment (1) % Decrement (0)
ITA 8 51.08% 48.92%
FRA 12 46.97% 53.03%
ESP 10 44 .47% 55.53%
GBR 9 47.85% 52.15%
USA 9 53.81% 46.19%
BRA 8 38.44% 61.56%
CHN 7 32.02% 67.98%
IND 5 45.31% 54.69%

Table 4. Worldwide summary of concept drift, increment and decrement.

Measure Min Max Avg Median
Concept drift 0 12 5.42 5

% Increment (1)  0.00%  58.27% 40.96% 44.92%
% Decrement (0) 41.73% 100.00% 59.04% 55.08%

Dataset

To empirically evaluate the C-SMOTE meta-strategy in forecasting the COVID-19 pandemic
trend, we used a COVID-19 dataset gathered monitoring the worldwide spreading of the pan-
demic [25]. The original dataset, updated with the number of new cases every day, had 59 at-
tributes (54 numerical and 5 nominal) indicating the country, the number of new and total cases
and deaths both as absolute numbers and per million of people, the number of tests done, the
number of patients in intensive care units and vaccinated people both as absolute numbers and
per million of people and some population markers i.e. population number, population density,
median age, hospital beds number. We replaced the original date attribute with the related day,
month, year, day of week, week of year and is-holiday attributes. The last attribute states if that
day is a holiday or not in that country. We also removed the tests-units attribute since it is only
a unit of measurement. So, the final version of the dataset has 63 attributes (54 numerical and
9 nominal). Moreover, we added a label that states if the number of new COVID-19 cases in
a day are more or less than the ones that occurred in the previous day (O if they are less or
equal, 1 if they are greater). For convenience, the minority class is always the class 7, while the
majority one is the class 0. The overall imbalance ratio calculated at 05/02/2021 was 41.45%.
Table [3| shows, for the most common country, the number of concept drifts and the imbalance
level, while Table [4| shows some statistics of all the countries.

Algorithms

As SML- models, we tested the Adaptive Random Forest (ARF) [26], Naive Bayes (NB), Ho-
effding Adaptive Tree (HAT) [27], K-Nearest Neighbor (KNN) and Temporally Augmented Clas-
sifier (SWT) [28] with ARF as base learner techniques. We pipelined these algorithms with
the C-SMOTE meta-strategy and compared them against the stand-alone versions. Instead,
as SML+ models, we tested the ARFgg [18], RB [19], OOB and UOB [20] techniques. Unfor-
tunately, the implementations of the other algorithms cited in the section were
unavailable or did not work.

Metrics

We evaluated the predictive performances using the prequential evaluation approach [29]. Fol-
lowing He and Garcia [2], we used the most adopted metrics in the literature to address class
imbalanced learning problem. They are the Recall (R), F1-Measure (F1), and G-mean (GM).
In particular, we computed the first two metrics separately for the minority (R[1], F1[1]) and the
majority (R[0], F1[0]) class, while the latter metric is across classes and measures the balance
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between the minority and majority classes performances [30]. We avoided using the Accuracy
metric because it is not reliable in a scenario where the interest is to accurately predict the mi-
nority class occurrences. This metric would always score a high value due to the majority class
samples high occurrences, deceiving the users about the goodness of the result achieved. In
fact, Accuracy fails to reflect that all the minority class samples were misclassified. Last, we
did not show the Precision metric results because they can be derived from the comparison of
Recall and F1-Measure metrics results. We performed 10 runs, so the results proposed are the
average.

Settings

All the experiments were made using the MOA frameworkﬁwith default hyperparameters values

for all the techniques involved. The only parameter that we setin C-SMOTE was minSize Minority,
the minimum number of minority class samples stored into the window to allow the rebalanc-

ing procedure. We used C-SMOTE with minSizeMinority = 10 as it was the top performer
among (10,100,500,1000) in our hyper-parameter analysis. In particular, RB used four SWT
models, while OOB and UOB, as a pipelined algorithm, used a Hoeffding Tree (HT) [31].

All the tests were run in a machine with 2 virtual CPUs Intel Skylake P-8175 at 2.5 GHz and
8 GiB of RAM.

Research Hypotheses
We formulate our hypotheses as follows:

* Hp. 1: We assume that the minority class results of binary classifiers (SML-) pipelined
with C-SMOTE are statistically better than those without it.

* Hp. 2: We assume that the minority class results of at least one binary classifier (SML-)
pipelined with C-SMOTE are statistically better than those achieved by the state of the
art techniques (SML+).

Results and Discussion

In the first part of this section, we discuss the results achieved by the comparison between the
pipelines of C-SMOTE and some SML- algorithms and the SML- models alone, while in the
second part we compare the C-SMOTE pipelines with some SML+ techniques.

SML- Comparison

In this section, we discuss the comparison among the ARF, HAT, NV, KNN and SWT algo-
rithms pipelined with and without the C-SMOTE meta-strategy both in term of performances
comparison over time and statistical tests, checking the Hp. 1 validity.

Performances Comparison

Fig. [3| shows some minority class performances comparisons over time among the ARF and
HAT techniques pipelined with and without C-SMOTE. In all the minority class metrics, we can
notice that both SML- models pipelined with C-SMOTE outperform their respective baselines,
already verifying the Hp. 1 hypothesis. We can also point out that there are multiple concepts
drifts occurrences as noticed by the continuous performances ups and downs. However, to
validate the performances of all the SML- models pipelined with and without C-SMOTE all over
the metrics, we decided to perform a statistical test analysis.

Statistical Tests

To statistically prove that prepending C-SMOTE to one of the SML- methods presented in Sec-
tion improves the performances of each method, we used the one-tailed T-Student

Shttps://moa.cms.waikato.ac.nz/
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Figure 3. Comparison between ARF and HAT pipelined with and without C-SMOTE.
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Figure 4. One-tail T-Student test comparing C-SMOTE pipelines with baselines.

test with the significance level a = 0.05. We checked the p-value, in order to determine if there
were significant differences between the results obtained with and without C-SMOTE. The null
hypothesis Hy is that, for each dataset and algorithm, the means of R[0], F1[0], R[1], F1[1] and
GM are equal to the means of C-SMOTE R[0], C-SMOTE F1[0], C-SMOTE R[1], C-SMOTE
F1[1] and C-SMOTE GM. We define two alternative hypotheses: Ha; is that the C-SMOTE
means are greater than baseline ones, while Has is that the baseline means are greater than

the C-SMOTE ones. The H, hypothesis is rejected in favor of the Ha; one if 22 < o and the

t-statistic < 0, while Hy is rejected in favor of Has if 2¥8%¢ < o and t-statistic > 0. Otherwise,

both Ha, and Ha, are rejected in favor of Hy.

Fig. 4] shows the T-Students test results. The columns show the five metrics used and for
each of them, there are five more sub-columns, indicating the comparison between the base
version and the C-SMOTE version of that algorithm. The single-cell shows which hypothesis
is accepted. Green cells tell that we rejected the H, hypothesis in favour of the Ha; one, red
ones tell that we rejected Hy in favour of Has, while light green ones tell that both Ha; and Has
are rejected in favour of Hy.

Definitively, we can say that Hp. 1 is almost always verified. The use of the C-SMOTE
meta-strategy improves both R[1] and GM results, meaning that the R[1] gain is bigger than
the R[0] loss. Looking at the F1[1] results, in more than half of the cases, the C-SMOTE F[1]
results are better than the base algorithms ones. This means that the P[1] increased too or that
the R[1] gain is bigger than the P[1] loss.

SML+ Comparison

In this section, we discuss the comparison among the ARFgrg, RB, OOB and UOB SML+ algo-
rithms and the ARF, HAT, NV, KNN and SWT algorithms pipelined with the C-SMOTE meta-
strategy (from now on called C-SMOTE™) both in term of performances comparison over time
and statistical tests, checking the Hp. 2 validity.

Performances Comparison

Fig.[5} Fig.[6 and Fig.[7|show some minority class performances comparisons over time among,
respectively, the ARFgg and ARF pipelined with C-SMOTE techniques, the OOB, UOB and
HAT pipelined with C-SMOTE techniques, and the RB and SWT pipelined with C-SMOTE
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techniques. The reason why we decided to show the results in this way is the similarity among
the algorithms. ARFRg is a new ARF version properly introduced to deal with class imbalance;
OOB and UOB used the HT, the first version of HAT, as their baseline; and RB used four SWT
models. Both in Fig. 5] and Fig. [6} in all the minority class metrics, we can notice that the
SML- models pipelined with C-SMOTE outperform, respectively, the ARFgrg and the OOB and
UOB techniques. Only the RB technique is better than the SWT pipelined with C-SMOTE one
(Fig. [7). Also, in this case, to validate the performances of all the SML- models pipelined with
C-SMOTE w.r.t. the SML+ techniques all over the metrics, we decided to perform a statistical
test analysis.

Statistical Tests

To statistically compare the performances of the SML+ algorithms with the performances achieved
by C-SMOTE", we used the same T-Student tests with the same hypotheses used before. As
Fig. [8 shows, comparing C-SMOTE* with RB algorithm, HAT pipelined with C-SMOTE is the
only algorithm to outperform RB in R[1], F1[1] and GM. We can notice a similar behaviour com-
paring C-SMOTE* with UOB algorithm, with the considerable difference that, here, C-SMOTE*
always improves the GM results. Finally, comparing C-SMOTE* with ARFgrg and OOB algo-
rithms, in general, the C-SMOTE* results are better. So, we can conclude that there is at least
one algorithm pipelined with C-SMOTE that outperforms all the SML+ models, so Hp. 2 is
validated.
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(a) F1 minority class results. (b) Recall minority class results. (c) G-mean results.

Figure 5. Comparison between ARFre and ARF pipelined with C-SMOTE (CSARF).

~
=
\

\
@
S

|
|
A

60 62.5 /
60.0
0 60

= = = 515 /
i =4 o
k40 40 55.0 _

30 525 - "
20 )
20 50.0
0 10000 20000 30000 0 10000 20000 30000 0 10000 20000 30000
—e— 00B uoB =— CSHAT —e— 00B uoB =— CSHAT —e— 0OB uoB »— CSHAT
(a) F1 minority class results. (b) Recall minority class results. (c) G-mean results.

Figure 6. Comparison among OOB, UOB and HAT pipelined with C-SMOTE (CSHAT).
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Figure 7. Comparison between RB and SWT pipelined with C-SMOTE (CSSWT).
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Figure 8. One-tail T-Student test comparing C-SMOTE* with RB, OOB, UOB and ARFgg
models.

Conclusions

In this work, we presented the application of the meta-strategy called C-SMOTE, based on the
popular SMOTE technique that allows balancing an evolving data stream one sample at a time
and it can be used as a data filter with all the streaming techniques, to forecasting the COVID-19
pandemic trend. Concerning SMOTE, C-SMOTE does not need a static batch during the pre-
processing phase, but it saves every time the new sample in a window and, accordingly to
ADWIN, it uses the minority class samples contained in it to introduce new synthetic samples.

We tested the meta-strategy pipelined with both SML- and SML+ models on a COVID-19
dataset, to demonstrate that C-SMOTE can be useful also in this emergency. Accurately fore-
casting if the number of infections will increase or decrease has a high impact on the economy
and society overall.

The results summarized in Table [5|demonstrate that the C-SMOTE pipelines minority class
results are, in most cases, better than both the ones of the SML- models alone (Q1) and the
SML+ algorithms (Q2) i.e., C-SMOTE can magnify signs of decrement during the spreading
periods and signs of increment in the contraction periods. We also proved that, in general,
the recall of the minority class gain is bigger than the recall of the majority class loss i.e., the
improvement in the ability to correctly forecast decrements (increments) when the infection is
spreading (contracting) is larger than the error introduced. In particular, we can notice that the
KNN, ARF, and SWT models, in this case study, are the best SML- all over the metrics to be
pipelined with C-SMOTE. Thus, in light of the results achieved, we can affirm that in real-world
scenarios presenting multiple concepts drifts occurrences and class imbalance, like the COVID-
19 case study, C-SMOTE can enhance the performances of some SML- algorithms better than
other SML+ models to the point that they can make an important statistical impact.
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For future works, our principal goal is to perform memory- and time-consuming analysis. We

also want to improve even more the C-SMOTE performance, reducing as much as possible the
trade-off between improving the minority class performances and decreasing the majority class
ones. The solution can be using rebalance techniques that consider the overlapping between
classes (i.e. Borderline-SMOTE, ADASYN, DBSMQOTE). Other improvements can be to adapt
C-SMOTE to multiclass and regression tasks. In the long term, the aim is to investigate other
meta-strategies based on different rebalance techniques and to compare them with C-SMOTE.

Table 5. Times that C-SMOTE prepended to the SML- models outperformed both the SML-
models alone and the SML+ models tested. Bold means that it performed better in more than
half of the total occurrences (5). The Rank column is the average of each model’s rankings.

SML- Fi[1] Fi[0] R[] R[] GM Rank
ARF 3(2) 3(3) 3(2) 3(2) 4(2) 22
HAT 5(1) 2(5) 5(1) 1(5) 5(1) 26
KNN 2(4) 4(1) 3(2) 4(1) 4(2) 2

NV 2(4) 4(1) 2(5) 3(2) 4(2) 28
SWT 3(2) 3(3) 3(2) 3(2) 4(2) 22
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Abstract. We develop the Google matrix analysis of the multiproduct world trade network ob-
tained from the UN COMTRADE database in recent years. The comparison is done between
this new approach and the usual Import-Export description of this world trade network. The
Google matrix analysis takes into account the multiplicity of trade transactions thus highlight-
ing in a better way the world influence of specific countries and products. It shows that after
Brexit, the European Union of 27 countries has the leading position in the world trade network
ranking, being ahead of USA and China. Our approach determines also a sensitivity of trade
country balance to specific products showing the dominant role of machinery and mineral fuels
in multiproduct exchanges. It also underlines the growing influence of Asian countries.

Keywords: International trade, Google matrix, Complex networks

Introduction

The European Union (EU) is now composed from 27 countries and is considered as a major
world leading power [1]. January 2021 has seen Brexit officially taking place, triggering the
withdrawal of the United Kingdom (UK) from EU [2]. This event has important political, eco-
nomical and social effects. Here we project and study its consequences from the view point
of international trade between world countries. Our analysis is based on the UN COMTRADE
database [3] for the multiproduct trade between world countries in recent years. From this
database we construct the world trade network (WTN) and evaluate the influence and trade
power of specific countries using the Google matrix analysis of the WTN. We consider 27 EU
countries as a single trade player having the trade exchange between EU and other countries.
Our approach uses the Google matrix tools and algorithms developed for the WTN [4], 5] 16}, 7]
and other complex directed networks [8, [9]. The efficiency of the Google matrix and PageRank
algorithms is well known from the World Wide Web network analysis [10} [11].

Our study shows that the Google matrix approach (GMA) allows to characterize in a more
profound manner the trade power of countries compared to the usual method relying on import
and export analysis (IEA) between countries. GMA’s deeper analysis power originates in the
fact that it accounts for the multiplicity of transactions between countries while IEA only takes
into account the effect of one step (direct link or relation) transactions. In this paper, we show
that the world trade network analysis with GMA identifies EU as the first trade player in the
world, well ahead of USA and China.
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This paper is structured in the following way. Section[f]introduces first the UN COMTRADE
dataset, and then gives a primer on the tools related to Google matrix analysis such as the
trade balance metric and the REGOMAX algorithm. In Section |2, the central results of this
papers are presented, which are discussed in 3|

1 Data sets, algorithms and methods

We use the UN COMTRADE data [3] for years 2012, 2014, 2016 and 2018 to construct the
trade flows of the multiproduct WTN following the procedure detailed in [5, [6]. This paper
gives the results for year 2018 only, others are to be found at [12]. Each year is presented by a
money matrix, M",, giving the export flow of product p from country ¢’ to country ¢ (transactions
are expressed in USD of current year). The data set is given by N. = 168 countries and
territories (27 EU countries are considered as one country) and N, = 10 principal type of
products (see the lists in [4, 6]). These 10 products are: Food and live animals (0); Beverages
and tobacco (1); Crude materials, inedible, except fuels (2); Mineral fuels etc (3); Animal and
vegetable oils and fats (4); Chemicals and related products, n.e.s. (5); Basic manufactures
(6); Machinery, transport equipment (7); Miscellaneous manufactured articles (8); Goods not
classified elsewhere (9) (product index p is given in brackets). They belong to the Standard
International Trade Classification (SITC Rev. 1) Thus the total Google matrix G size is given by
all system nodes N = N.N,, = 1680 including countries and products.

The Google matrix G;; of direct trade flows is constructed in a standard way described in
detail at [5] 6]: monetary trade flows from a node j to node i are normalized to unity for each
column j thus given the matrix S of Markov transitions for trade, the columns of dangling nodes
with zero transactions are replaced by a column with all elements being 1/N. The weight of
each product is taken into account via a certain personalized vector taking into account the
weight of each product in the global trade volume. We use the damping factor o = 0.5. The
Google matrix is G;; = aS;; + (1 — a)v; where v; are components of positive column vectors
called personalization vectors which take into account the weight of each product in the global
trade (>°, v; = 1). We also construct the matrix G* for the inverted trade flows.

The stationary probability distribution described by G is given by the PageRank vector P
with maximal eigenvalue A = 1: GP = AP = P [8,[10, [11]. In a similar way, for the inverted
flow, described by G*, we have the CheiRank vector P*, being the eigenvector of G*P* = P*.
PageRank K and CheiRank K* indexes are obtained from monotonic ordering of probabilities
of PageRank vector P and of CheiRank vector P* as P(K) > P(K +1) and P*(K*) > P*(K*+
1) with K, K* = 1,..., N. The sums over all products p gives the PageRank and CheiRank
probabilities of a given country as . = 3°, Pep and P*. = 3, P*¢, (and in a similar way product
probabilities P,, P*,) [5} 6]. Thus with these probabilities we obtain the related indexes K., K*..
We also define from import and export trade volume the probabilities Py, P, P., P¥, Py, Py,
and corresponding indexes K, K, K., K:, K, K* (these import and export probabilities are
normalized to unity by the total import and export volumes, see details in [5, [6]). It is useful to
note that qualitatively PageRank probability is proportional to the volume of ingoing trade flow
and CheiRank respectively to outgoing flow. Thus, we can approximately consider that the high
import gives a high PageRank P probability and a high export a high CheiRank P* probability.

As in [5, [6], we define the trade balance of a given country with PageRank and CheiRank
probabilities given by B. = (P —P.)/(P}+F.). Also we have from ImportRank and ExportRank
probabilities as B, = (P* — P.)/(P* + P,). The sensitivity of trade balance B. to the price of
energy or machinery can be obtained from the change of corresponding money volume flow
related to SITC Rev.1 code p = 3 (mineral fuels) or p = 7 (machinery) by multiplying it by
(14 4), renormalizing column to unity and computing all rank probabilities and the derivatives
dB./dé.
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Figure 1. Circles with country flags show country positions on the plane of PageRank-

CheiRank indexes (K, K*) (summation is done over all products) (left panel) and on the plane
of ImportRank-ExportRank K, K* from trade volume (right panel); data is shown only for index
values less than 61 in year 2018 .

We also use the REGOMAX algorithm [9, 6] to construct the reduced Google matrix G for
a selected subset of WTN nodes N, <« N. This algorithm takes into accounts all transitions
of direct and indirect pathways happening in the full Google matrix G between N, nodes of
interest. We use this Gr matrix to construct a reduced network of most strong transitions
(“network of friends”) between a selection of nodes representing countries and products.

Even if Brexit enter into play in 2021, we use UN COMTRADE data of previous years to
make a projecting analysis of present and future power of EU composed of 27 countries.

Finally we note that GMA allows to obtain interesting results for various types of directed
networks including Wikipedia [13], [14] and protein-protein interaction [15] [16] networks.

2 Results

2.1

The positions of countries on the PageRank-CheiRank (K, K*) and ImportRank-ExportRank
(K, K*) planes are shown in Fig. [1]and in Table [} These results show a significant difference
between these two types of ranking. Indeed, EU takes the top PageRank-CheiRank position
K = K* = 1 while with Export-Import Ranking it has only K = 1; K* = 2, with USA at
K = 2,K* = 3 and China at K = 3, K* = 1. Thus EU takes the leading positions in the
GMA frame which takes into account the muliplicity of trade transactions and characterizes
the robust features of EU trade relations. Also GMA shows that UK position is significantly
weakened compared to IEA description (thus UK moves from K* = 7 in IEA to K* = 10 in
GMA). From this data, we see also examples of other countries that significantly improve there
rank positions in GMA frame compared to IEA: India (K = 5, K* = 6, K = 7, K* = 12), United
Arab Emirates (K = 6, K* = 8, K = 12, K* = 15), South Africa (K = 16, K* = 11, K = 23,
K* = 23). We attribute this to well developed, deep and broad trade network of these countries
which are well captured by GMA in contrast to IEA. Indeed, IEA only measures the volume of
direct trade exchanges, while GMA characterises the multiplicity of trade chains in the world.

CheiRank and PageRank of countries
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Table 1. Top 20 countries of PageRank (K), CheiRank (K*), ImportRank and ExportRank in

2018.
Rank | PageRank CheiRank ImportRank ExportRank
1 EU EU EU China
2 USA China USA EU
3 China USA China USA
4 United Kingdom | Japan Japan Japan
5 India Repub Korea United Kingdom | Repub Korea
6 U Arab Emirates | India Repub Korea Russia
7 Japan Russia India United Kingdom
8 Mexico U Arab Emirates | Canada Mexico
9 Repub Korea Singapore Mexico Canada
10 | Canada United Kingdom | Singapore Singapore
11 Singapore South Africa Switzerland Switzerland
12 | Switzerland Thailand U Arab Emirates | India
13 | Turkey Malaysia Russia Malaysia
14 | Russia Canada Thailand Australia
15 | Australia Mexico Viet Nam U Arab Emirates
16 | South Africa Turkey Australia Thailand
17 | Thailand Australia Turkey Saudi Arabia
18 | Brazil Switzerland Malaysia Viet Nam
19 | Saudi Arabia Brazil Indonesia Brazil
20 | Malaysia Saudi Arabia Brazil Indonesia

2.2 Trade balance and its sensitivity to product prices

The trade balance of countries in IEA and GMA frames is shown in Fig. The countries
with 3 strongest positive balance are: Equatorial Guinea (B. = 0.732), Congo (B. = 0.645),
Turkmenistan (B. = 0.623) in IEA and China (B, = 0.307), Japan (B. = 0.244), Russia (B, =
0.188) in GMA. We see that IEA marks top countries which have no significant world power
while GMA marks countries with real significant world influence. For EU and UK we have
respectively B. = —0.015;0.020 (EU) and B, = —0.178; —0.187 (UK) in IEA; GMA. Thus the UK
trade balance is significantly reduced in GMA corresponding to a loss of network trade influence
of UK in agreement with data of Fig.[f]and Table[1] (We note that the balance variation bounds
in GMA are smaller compared to IEA; we attribute this to the fact of multiplicity of transactions
in GMA that smooth various fluctuations which are more typical for IEA).

The balance sensitivity dB./dd, to product s = 3 (mineral fuels (with strong petroleum and
gas contribution)) is shown in Fig. The top 3 strongest positive sensitivities dB./dds are
found for Algeria (0.431), Brunei (0.415), South Sudan (0.411) in IEA and Saudi Arabia (0.174),
Russia (0.161), Kazakhstan (0.126) in GMA. The results of GMA are rather natural since Saudi
Arabia, Russia and Kazakhstan are central petroleum producers. It is worth noting that GMA
ranks Iraq at the 4th position. The 3 strongest negative sensitivities are Zimbabwe (-0.137),
Nauru (-0.131), Japan (-0.106), in IEA and Japan (-0.066), Korea (-0.062), Zimbabwe (-0.058),
in GMA. For China, India we have dB./dds values being respectively: -0.073, -0.086 in IEA and
-0.056, 0.010 in GMA. This shows that the trade network of India is more stable to price vari-
ations of product s = 3. These results demonstrate that GMA selects more globally influential
countries.

The balance sensitivity dB./dds to product s = 7 (machinery) is shown in Fig. Here
the top 3 strongest positive sensitivities dB./dd, are found in both IEA and GMA for Japan
(respectively 0.167, 0.151), Repub. Korea (0.143, 0.097), Philippines (0.130, 0.091). The 3
strongest negative sensitivities are Brunei (-0.210), Iran (-0.202), Uzbekistan (-0.190) in IEA
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!-0.25

Figure 2. World map of trade balance of countries B. = (P.* — P.)/(P.* + F.). Top: trade
balance values are computed from the trade volume of Export-Import; bottom: trade balance
values are computed from PageRank and CheiRank vectors; B, values are marked by color
with the corresponding color bar marked by j; countries absent in the UN COMTRADE report
are marked by black color (here and in other Figs).

and Russia (-0.138), Kazakhstan (-0.102), Argentina (-0.097) in GMA. Thus we again see that
GMA selects more globally influential countries. The sensitivity dB./dj, values for EU, UK,
China, Russia, USA are: EU (0.048), UK (0.006), China (0.065), Russia (-0.170), USA (-0.027)
in IEA; EU (0.000), UK (0.024), China (0.077), Russia (-0.138), USA (-0.018) in GMA. Latter
GMA results show that even if machinery product (s = 7) is very important for EU the network
power of trade with this product becomes dominated by Asian countries Japan, Repub. Korea,
China, Philippines; in this aspect the position of UK is slightly better than EU.

In Figs. [3| and |4, we have considered the sensitivity of country balance to a global price
of a specific product (mineral fuel s = 3 or machinery s = 7). In contrast, with GMA, we can
also obtain the sensitivity of country balance to the price of products originating from a specific
country. Such results are shown in Fig. 5l They show that machinery (s = 7) of EU gives a
significant positive balance sensitivity for UK and negative for Russia. This indicates a strong
dependence of Russia from EU machinery. Machinery of USA gives strong positive effect for
Mexico and Canada with a negative effect for EU, Russia, Brazil, Argentina. Machinery of China
gives positive sensitivity for Asian countries (Repub. Korea, Japan, Philippines) and significant
negative effect for Mexico. Mineral fuels (s = 3) of Russia gives positive effect for Kazakhstan,
Uzbekistan, Ukraine (former USSR republics) and negative effect for competing petroleum and
gas producers Norway and Algeria.
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Figure 3. Sensitivity of country balance dB./dd, for product s = 3 (mineral fuels). Top: prob-
abilities are from the trade volume of Export-Import; bottom: probabilities are from PageRank
and CheiRank vectors. Color bar marked by ; gives sensitivity.

2.3 Network structure of trade from reduced Google matrix

The network structure for 40 nodes of 10 products of EU, USA, China and Russia is shown
in Fig. [6] It is obtained from the reduced Google matrix of N, = 40 nodes of global WTN
network with N = 1680 nodes on the basis of REGOMAX algorithm which takes into account all
pathways between N, nodes via the global network of N nodes. The networks are shown for the
direct (G matrix) and inverted (G* matrix) trade flows. For each node we show only 4 strongest
outgoing links (trade matrix elements) that heuristically can be considered as the four “best
friends”. The resulting network structure clearly shows the central dominant role of machinery
product. For ingoing flows (import direction) of G the central dominance of machinery for USA
and EU is directly visible while for outgoing flows (export direction), machinery of EU and China
dominate exports.

It is interesting to note that the network influence of EU with 27 countries is somewhat
similar to the one constituted by a kernel of 9 dominant EU countries (KEU9) (being Austria,
Belgium, France, Germany, ltaly, Luxembourg, Netherlands, Portugal, Spain) discussed in [7].
This shows the leading role played by these KEU9 countries in the world trade influence of EU.

Finally we note that additional data with figures and tables is available at [12].

44



Loye et al. | Bus. Inf. Sys. 1 (2021) "BIS 2021"

Figure 4. Same as in Fig. but for product s = 7 (machinery).

3 Discussion

We presented the Google matrix analysis of multiproduct WTN obtained from UN COMTRADE
database in recent years. In contrast to the legacy Import-Export characterization of trade, this
new approach captures multiplicity of trade transactions between world countries and highlights
in a better way the global significance and influence of trade relations between specific coun-
tries and products. The Google matrix analysis clearly shows that the dominant position in WTN
is taken by the EU of 27 countries despite the leave of UK after Brexit. This result demonstrates
the robust structure of worldwide EU trade. It is in contrast with the usual Import-Export analy-
sis in which USA and China are considered as main players. We also see that machinery and
mineral fuels products play a dominant role in the international trade. The Google matrix anal-
ysis stresses the growing dominance of machinery products of Asian countries (China, Japan,
Republic of Korea).

We hope that the further development of Google matrix analysis of world trade will bring
new insights in this complex system of world economy.
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Figure 5. Sensitivity of country balance dB./dd.s for product price s = 7 (machinery) of EU
(top left), USA (top right), China (bottom left) and s = 3 (mineral fuel) of Russia (bottom
right); B. is computed from PageRank and CheiRank vectors; sensitivity values are marked
by color with the corresponding color bar marked by j. For EU, USA, China, Russia we have
dB./dd.s = 0.11,0.11,0.14,0.12 respectively, these values are marked by separate magenta
color to highlight sensitivity of other countries in a better way.

Figure 6. Network trade structure between EU, USA (US), China (CN), Russia (RU) with 10
products. Network is obtained from the reduced Google matrix Gy (left) and G*g (right) by
tracing four strongest outgoing links (similar to 4 “best friends”). Countries are shown by circles
with two letters of country and product index listed in Section 2. The arrow direction from node
A to node B means that B imports from A (left) and B exports to A (right). All 40 nodes are
shown.
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Abstract. Tight and competitive market situations pose a serious challenge to enterprises in
the manufacturing industry domain. Competing in the use of data analytics to
enhance products and processes requires additional resources to deal with the
complexity. On the contrary, the possibilities afforded by digitization and data analysis-
based approaches make for a valuable asset. In this paper we suggest a guideline to a
systematic course of action for the data-based creation of holistic insight. Building an
overlaying corpus of knowledge accelerates the learning curve within specific projects
as well as across projects by exceeding the project-specific view towards an integrated
approach.

Keywords: Data Mining, Knowledge Bases, Reference Model, Methodological
Knowledge, Domain-Specific Information Systems Development.

1 Introduction

Demand and supply for insights derived from all kinds of accessible data sources
in enterprises are higher than ever before as the pressure to keep up with global
competitors meets the ever-growing possibilities of data acquisition and exploitation. A
plethora of methods and tools is available to deal with and make use of these resources:
from sensors to algorithms, from Industrial Internet of Things (IloT) solutions to programming
libraries and software. [1]

While all business sectors face this situation equally and therefore must deal with similar
challenges, the complexity of the task is particularly high in the manufacturing
industry domain. [2] [3] This holds true especially for tasks within data-driven
enhancement projects (EP) in the manufacturing industry domain which require a high
level of innovation and are conducted in a project-based manner like one-of-a-kind
production, research and development (R&D), customer-specific machinery and plant
engineering or the design of cyber-physical production systems. [4]

First and foremost, conducting successful data analysis projects does not only
include the activities directly associated with analyzing data but involves the execution of
several elaborate steps as well as strategic measures. To systematically align all relevant
aspects affecting the analysis outcome in a wider sense will result in distinct quality
improvement. [3]

In our research we aim at providing the means to support achieving strategic goals
by conducting data analysis projects which systematically connect relevant
information fragments on all levels of aggregation from all relevant sources. Therefore, our
research is driven by the following research question (RQ):

RQ: How can a reference model be provided for complex tasks in the industrial domain
which provides methodological support for the data-driven construction and utilization of
an overlaying corpus of knowledge? 49


https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/

Schneider & Kusturica | Bus. Inf. Sys. 1 (2021) "BIS 2021"

To answer this question, we developed an artifact in the form of a reference model to
equip the user with a wide range of methodological support for conducting informed data
analyses. The goal of the suggested framework is to not only derive insight about the
examined topic of an active data mining project but to preserve and build on the findings
exceeding project boundaries. The reference model aims to inspire rigorous and holistic
investigation, to provide the means for communication, project management and
documentation and to build the foundation for future software applications to support this
holistic project-exceeding data mining approach thus also paving the way for an analysis and
optimization of the activities undertaken within data mining projects themselves.

Following this approach this paper is structured as follows: In Section 2, we describe our
motivation, we then sum up foundations and basic concepts in Section 3. Derived from the
key activities of the sensemaking approach as described by [5] and more specifically by [6] a
set of design principles is suggested, as will be described in Section 4. In fulfilment of the
defined design principles a framework is presented in Section 5 to structure necessary
methodological measures and to allocate useful activities within five layers of information
aggregation. By presenting the reference model we advocate for a systematic course of
action aiming at the creation of holistic insight. Finally, we draw a conclusion and give an
outlook for further research in Section 6.

2 Motivation

The major purpose of the presented long-term design science research project is to
elaborate methodological support for data-driven knowledge extraction projects in the
manufacturing industry domain. Therefore, our main objective is to help artifact users gain a
sophisticated understanding of the principles by which to conduct data-driven knowledge
extraction projects, to reduce the associated hurdles for manufacturing companies and to
create a basis to address and solve them in the future in a repeatable manner. The
application of the presented reference model enables domain experts to derive cumulative
knowledge, rather than re-inventing technical concepts and methodological procedures
under new labels in every new project setting. [7]

Specialists dealing with data analysis projects in the industrial domain face the necessity
to cover the methodological skillset required in data science as well as a deep understanding
of the domain fundamentals to consider relevant causalities and interactions and to
purposefully derive and interpret results according to their context. Hence throughout all
industrial sectors on the one hand domain experts successfully gain and apply data analytics
knowledge while on the other hand data analysts engage in various domain contexts and
oftentimes both have to team up with each other and with additional professionals like
computer scientists and mathematicians to derive the desired outcome. While tremendous
progress is underway in the domain-specific training of and proficient cooperation with data
scientists and in the successful realization of data analytics projects the potential for even
better outcome is huge. [8] [9] The main hurdles are the intricate communication between
domain experts and data scientists, the scarcity of human resources for data analytics
projects and the lack of domain-specific standardized procedures which lead to a singular
quality of the execution and the use of results of data-driven analyses. These shortfalls
especially hold true where a limited number of experts must realize data analytics projects
next to rivaling work tasks as is the case in small and medium sized companies (SME), start-
ups and R&D or planning departments. [3]

A pre-study in the form of an exploratory study with six qualitative expert interviews
aimed to identify the challenges that occur while setting up a data-driven knowledge
extraction project confirmed these hurdles. The interviews were designed as partially
standardized interviews using open to semi-open questions as initial starting points for the
conversation and took between 70 and 180 minutes. The complete listing of the formulated
questions and results will be provided by the authors upon request. The answers showed
that practitioners tend to rely on traditional procedures and experience-based knowledge.
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Their understanding of Data Mining (DM) mainly focused on the core analysis activities
like the application of algorithms and often underestimated the effort and importance of
peripheric aspects like the determination of target-aimed questions, data preparation to
produce structured evaluable data sets, conclusive feature engineering and context-sensitive
model building. The interviewees expressed their wish for more structure and guidance in
data analytics projects while they found existing standard processes too generic to apply for
their domain as well as not sufficiently considering real-life problems like data acquisition,
data quality and operational data processing.

3 Foundation

Pursuing a long-term research project in the field of information systems (IS) aiming at the
design of an artifact in the form of a reference model we comply with the design science
paradigm stated by [10]. We furthermore adopt the three-cycle view of design science
research (DSR) presented in [11] to address the relevance, design and rigor of the
developed artifact. Additionally we rely on the steps for DSR research recommended by [12]
to apply the paradigm to our research as follows: The problem identification and
motivation for our research is constituted by the experience from numerous research
projects and a pre-study in the form of expert interviews as described in Section 2. We then
derived theory-based research goals and objectives by the definition of design principles as
described in Section 4 followed by the design and development of the artifact, the outcome
of which is presented in Section 5. While applying the findings in practice the derivation of a
context-specific model should then be demonstrated and evaluated within future research.
In an iterative manner the insights from an initial implementation within an example scenario
should be used to further enhance the artifact and undergo subsequent evaluation phases to
then be transferred to the community.

When attempting to represent and reduce reality to fulfill a subjective purpose like the
understandable formulation of complex facts [13] for a class of similar problems a reference
model is provided by introducing a model which is of recommendatory and universal
character and allows for the derivation of application-specific models.[14] Consequently
reference models are a generic type of model representing the essence of a common-
practice or best-practice view on a class of similar problems intended for re-use and acting
as a blueprint for the derivation of specific models. [15]

The addressed application field of the presented reference model comprises tasks in the
industrial domain which require a high level of innovation and are conducted in a project-
based manner. When attempting to support such tasks there are various user roles and
artifacts to take account of, notwithstanding that more than one user role can be fulfilled by
one individual. These roles and artifacts are depicted in figure 1.

B2B/B2
Customer
(User 4)

Practitioner in
Domain
(User 3)

Domain-specific
R&D and Planning
(User 2)

Modeler
(User 1)

uses produces uses produces Uses
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Artifact 1 2 tiation > Artifact 2 E tiation > Artifact 3 E tiation > Artifact 4
Referen:_:e Mod:_al for Appl_lcable User- Advanced

Domain-specific specific Model for

. . Analog System and Product
Data-driven System Data-driven System = )
Digital Mirror
Advancement Advancement

Figure 1. Addressed users and artifacts
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As drawing conclusions by the statistical or algorithms-based study of large amounts of data
today is widely established throughout all disciplines, numerous attempts have been made to
standardize the data mining process especially in the field of computer science and
economic analyses. Such procedure models generally consist of generic steps to structure
and guide the planning and execution of DM projects.[20] Prominent standard operating
models are subsequently named. Knowledge discovery in databases (KDD) is a description
of the central building blocks of the overall multi-step procedure for complex real-world
analysis tasks aiming at the discovery of knowledge in large amounts of data.[17] [18]
Subsequent approaches like SEMMA and CRISP-DM emerged from the basic concept of
KDD. The cross-industry standard process for DM (CRISP-DM) comprises the steps
business understanding, data understanding, data preparation, modeling, evaluation and
deployment, thus adding a more strategic perspective to the KDD core concept [19] [20]. The
sample, explore, modify, model, and assess (SEMMA) methodology was developed by the
SAS Institute to methodically organize the functions of its statistical and business intelligence
software SAS Enterprise Miner, its constituent phases naming the concept in the form of an
acronym. The analytics solutions unified method (ASUM) draws on a combination of agile
and traditional implementation principles to achieve set solution goals and therefore
complements the defined analysis phases by an additional project management stream to
support the organizational realization. [21]

4 Design Principles

The concept of sensemaking originated in social psychology and was set in an
organizational context by [5]. The approach describes how human beings in a social setting
derive understanding of their surroundings by combining various information, creating
connections and finally adding their own reasoning to it. The concept is described extensively
in [22]. [6] sums up relevant literature and derives five key activities found in previous work
as listed in table 1 which constitute the making of sense and thereby act as design goals for
the developed reference model.

As the developed framework is supposed to not only support the understanding of facts
and the creation of insight but also its utilization for the in-project and project-exceeding
enhancement of the target-system, one more key activity is needed to complement the
sensemaking key activities. By including the creation and utilization of a knowledge base we
want to create a linkage to the field of knowledge management and thereby create the
concept of knowledge making. By coining the term, we want to emphasize a creative,
intuitive and iterative character of the approach, orienting on human behavior and the
cognitive and social processes it originates in.

In DSR the concept of design principles (DP) provides the means to specify
prescriptive design knowledge in a way that allows for a precise formulation to describe how
the mechanisms of a technology or approach help to achieve particular aims.[23] According
to [24] design principles should describe which actions are made possible through the use of
an artifact and explain the material properties which make that action possible while naming
the boundary conditions under which this description holds true. More precisely [24] suggests
the formulation of a DP in the following form: “Provide the system with [material property—in
terms of form and function] in order for users to [activity of user/group of users—in terms of
action], given that [boundary conditions—user group’s characteristics or implementation
settings].” Following this suggestion, we formulated design principles for the presented
reference model based on the derived knowledge making key activities as shown in table 1.

52



Schneider & Kusturica | Bus. Inf. Sys. 1 (2021) "BIS 2021"

Table 1. Sensemaking [6] and knowledge making key activities with derived DPs

Sensemaking key
activities

Knowledge making
key activities

Design Principles: provide the reference
model with features

(S1) Triggered by

(K1) Open up new

...providing input to provoke action, in order for

disruptive possibilities: Provoke |users to proactively advance their course of
ambiguity action action in EPs, according to their given resources.
(S2) Acts of (K2) Inform and ...for structuring the user’s course of reasoning
noticing and classify: Provide a and action, in order for users to gain a
bracketing, create |structure and give comprehensive understanding of relevant

initial sense information impulses |aspects to perform EPs, regarding the given

domain and project context.

(S3) Requires
labelling and
categorizing, find
common ground

(K3) Label and
categorize: Assign
methods and prior
selections to structure

...to provide a catalogue of relevant action
methods and tools, previously chosen
alternatives or standard configurations and
suitable search terms, in order for users to gain
awareness of actionable alternatives.

(S4) Involves
presumption to
guide action,
connect the
abstract with the
concrete

(K4) Assume and
iterate: Intuitive
selection of solution
options, heuristic
procedure

...allowing for heuristic solution approaches, in
order for users to initialize solution finding in an
intuitive way and vary solution configuration
easily, considering established solution
approaches and insight of previous data analysis
projects.

(S5) Involves
communication,
draws on the
resources of
language

(K5) Provide
communication basis:
Provide means to
discuss solution
alternatives

...to visualize structure and solution alternatives,
in order for users to apply the visual and textual
representation of the reference model as means
to debate and cooperatively decide on
practicality, options and implications of solution
configurations, considering the user’s
heterogeneous professional background

(K6) Capture and
utilize: Build
overarching body of
knowledge

...the means to include a knowledge base, in
order for users to connect, preserve, document
and utilize information fragments and their
relations, considering the user’s preconditions to
obtain a balance of a potent solution and
manageable effort.

5 Reference Model

We want to motivate a highly strategic and integrated practice in data-driven enhancement
projects [EP] in the manufacturing industry domain and to support this mindset by suggesting
a framework to guide the efforts. The development of this reference model is driven by the
needs identified in industrial practice and numerous research projects and realized by
employing well-researched approaches grounded in established theory. We set up a grid-like
structure to assign relevant methodologies to the respective analysis project phases and
thereby fulfill the design principles formulated in Section 4. We based our approach on three
widely established concepts: standard procedure models, the concept of data aggregation
and the field of knowledge management. We attempt to provide the means for the effective
combination and domain-specific adaption of these concepts while additionally overcoming
their shortcomings as described in section 1 and further elaborated in [25] and [3].

We especially want to emphasize the importance of considering the various
aggregation levels as described in table 2 in which information fragments can occur in,
calling attention in particular to the intense interaction of all five levels of aggregation
implying the necessity to expand awareness to each of them and their interrelations within
each step of action. More specifically speaking an integrated consideration and
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operationalization is needed throughout all project phases as the strong focus on DM core
analysis activities was one of the main hurdles found in the pre-study described in Section 2.
The reference model supports practitioners in the inclusion of all aspects, from aggregation
level 1, being the least connected state of raw data and the physical system realization and
data acquisition up to level 5, comprising the overarching management of highly connected
complex information constructs.

Table 2. Aggregation levels

Aggregation level Description

AL 1: Analogous level Tangible components of the real-life system

AL 2: Representation level |Data objects representing and accompanying the real-life
system

AL 3: Transfer level Measures derived from representing and accompanying data

AL 4: Implementation level |Implementations derived from feature sizes of the transfer
level

AL 5: Information level Highly connected information comprising facts and
interrelations, decision support

Data aggregation is often depicted in a form similar to the traditional knowledge pyramid,
although revised and refined approaches can be found superseding this strictly hierarchical
view. [26] Within the scope of our research we adopt the view that information fragments can
exist in various states of aggregation, starting from incrementally small pieces of data like a
single binary number, but also forming states of light aggregation as in protocols or logfiles or
of higher aggregation like in the form of data sets, tables, charts or reports, where data is set
into context and provides declarations exceeding its alpha-numerical value. We therefore
deem it valid to speak of information when referring to aggregated data. Data aggregation
states then stretch to strongly aggregated forms of where aggregated chunks of information
further connect to complex constructs representing relations comprising formal logic thus
resembling the processing of insight and thought in the human mind. We therefore argue that
the term information is suitable to describe aggregated forms of data and highly aggregated
information equals knowledge in the daily use of language. In table 2 we convey this
understanding to the manufacturing industry domain introducing an additional level of
analogous real-life objects which the relevant data relates to and originates in.

Relevant objects within AL 1 can be controllers, motors, GPS trackers and sensors or
transport systems, accompanied by the respective digital counterparts in AL 2 like output
data of controllers, performance data of motors, GPS data and other sensor data.
Furthermore AL 2 addresses additional descriptions of the target-system as e.g. conceptual
models. Within AL 3 a suitable concept must be chosen to gather, process and contain any
relevant information fragments to transfer them to higher levels of aggregation and derive
and utilize insight. A suitable concept can be an enterprise-specific analysis framework, an
individual adoption of the DM standard processes described in section 3 or domain-specific
adoptions like the “DMME: Data mining methodology for engineering applications” as
presented in [3]. Within AL 3 and the central analysis project phase of the chosen concept
resides the core activity constituting the success of the EP: Proceeding in an intensely
iterative character and closely observing the relation to any other grid point highly context-
sensitive feature engineering is made possible. Within AL 4 the found facts and interrelations
are implemented by integrating the derived insight within physical instantiations,
instantiations of digital shadows or digital twins, simulation models or visualizations.

The knowledge base constituting AL 5 can take many forms, from the incorporation by
an individual, classical SQL databases or ontologies to intelligent agents. Lastly the
successful utilization of the concept will depend on what the respective knowledge base
affords. Despite AL 5 constituting the bottleneck of the implementation, the more suitable its
chosen way of instantiation is for the occasion the more intense the usage in practice will be.
Highly formalized approaches and machine-readable implementations allow for complex and
potent operations but require high effort to set up and maintain. Depending on the application
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situation the manageable effort of a lightweight solution can advance implementation
success. We suggest orienting on existing solutions like for example extensively elaborated
for the application of ontologies in the manufacturing domain in [27].

Two more aspects are vital to exploit the full potential of data analytics in the industrial
domain: to take into account the dimorphic system character of the target system
consisting of analogous and digital components and to focus on context-sensitive
engineering of conclusive features as this step constitutes the heart of the project and is
complemented by the choice and application of fitting tools and methods, only rendered
possible by the utilization of aforementioned concepts providing the necessary context. [29]

As pointed out by [29] and further elaborated by [30], the concepts described in Section
3 share the common essence of a stepwise description of the data mining project phases
along with similar core principles of the activities performed during the respective steps.
Attempting to capture the essence of the various data mining procedure models we derived a
generalized version of data mining project phases as can be seen in figure 2. Based on the
specification of the analysis project goal in phase 1 (P1) a conceptualization phase follows in
phase 2 (P2). The data analysis core activities are performed in phase 3 (P3) and 4 (P4).
First data is collected by setting up the necessary physical infrastructure and accumulating
all accessible and presumably relevant information fragments, growing and extending the
data pool. Then feature engineering, model building and extraction of relations follow,
reducing the data build-up to a set of connected information which can then be deployed.
Phase 5 (P5) draws on the preceding phases and can and should be conducted in parallel
from the start as it preserves and makes available the methodological and meta-information
of the data analysis project as well as comprises the supervision of its execution during and
after the project.

P3 P4 P5
Conceptuah Collection Conclusion Abstral:tlon
Spen:lfn:atlon sation and and and

Prototyplng Deployment Malntenance
r

W | & &

Figure 2. Generalized procedure model

The phases described above provide the reference model with a basic sequence of actions
to perform in a data analysis project and can be replaced by any adequate alternative during
instantiation, e.g. a standard process or an enterprise specific procedure. Concurrently the
necessity to consider various aggregation levels of available and derived information
fragments pertains for all project steps. The aggregation level view in combination with the
project phases forms a grid as presented in figure 3 to address the methodological repertory
of each combination of layer and phase allowing for the mapping of relevant methods
accompanied by respective meta-information.
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(P4]

Figure 3. Reference model

At each grid point a template is to be provided to document used methods and their domain-
specific application as well as to give an initial information impulse comprising a narrow set of
well-established methods along with a continuable list of methods and sufficient search
terms. If available, sub-methodologies and detailed sub-selection options are included by
grouping them in a hierarchical manner beneath the respective method, providing a template
for each hierarchical dimension. The basic or initial selection can be realized by pre-defining
a default method for each methodological category as well as by giving a minimum viable
implementation strategy.

Within the iterative solution process a token of current knowledge cycles the defined
project phases undergoing permanent revision and thus updating the knowledge base. The
active token resembles an assumption about the current state of the targeted artifact,
permanently considering the dimorphous character of the target-system. It is the state of the
art for nearly any real-life system to be accompanied by a digital counterpart. From our point
of view these two sides of reality, the analogous components and digital descriptions and
traces mirroring them, form the targeted system and have to be considered continuously to
investigate, analyze and enhance this system. For further details on the real-life system we
suggest [30] and [31] on the concepts of digital shadow and digital twin. To realize the
iterative procedure based on an assumption token it is advisable to orient on existing
approaches like the “Conceptual Model of the Learning-Oriented Knowledge Management
System” given in [32].

When applying the reference model, a specific model is derived tailored to support the
targeted EP. Project phases, components included within the aggregation levels and
respective methodological suggestions populating the reference model grid are adapted to
their relevance within the given context. To ensure intuitive applicability for practitioners, the
reference model and templates should be provided in form of visual content accompanied by
textual explanations, preferably by the means of a software application.

6 Discussion and Outlook

In the presented paper we gave an outline towards a framework supporting the systematic
data-based creation of insight. The suggested reference model aims at providing the means
to accelerate the learning curve within an active data analysis project as well as to build and
utilize an overlaying corpus of knowledge exceeding project boundaries. This aim can be
addressed by orienting on the sensemaking approach as described by [6] to derive
knowledgemaking key activities. To afford the realization of these activities design principles
were formulated. Following these principles, we set up a grid-like structure to assign relevant
methodologies to the respective analysis project phases while considering the possible
aggregation levels information fragments can occur in. The presented reference model offers
a guideline for communication, handling and documentation of technological and
methodological information thus providing the means for the construction and utilization of an
overarching knowledge base.
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First application experience in the support of research projects showed the value of the
reference model to promote a more integrated method of operation, but also made obvious
how providing the means for intuitive applicability is crucial for the successful implementation
of the approach. [4] [36]

Future work will be devoted to the demonstration, evaluation and revision of the concept
in practice. Additionally, a thorough analysis of existing and common methodological
elements will be conducted by the analysis of research publications within leading journals
and by assessment of accessible information on their application in practice to develop an
appropriate classification and identify any additional elements that should be included.
Moreover, having provided the means to document the usage of methods and their
specification as well as having examined their classification allows for the construction of a
formalized body of knowledge addressing the creation of knowledge itself. Future work will
comprise the development of a taxonomy of methodological principles at hand to then be
conveyed to an ontology defining logical relations, rules and principles allowing for decision
support by typecasting similar EPs and deriving suitable solution approaches. While this
paper focused on the motivation and the theoretical grounding of the concept, some
consideration should also be given to its compliance with existing standards and tools to
accelerate interoperability. The integration with standardized approaches like the Reference
Architecture Model Industrie 4.0 (RAMI4.0) or with data management aspects like the data
lifecycle approach can create synergies and add a helpful dimension to support the
organizational implementation of the suggested method within enterprises. [37]
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Abstract. The rapid increase in generation of business process models in the industry has
raised the demand on the development of process model matching approaches. In this paper, we
introduce a novel optimization-based business process model matching approach which can
flexibly incorporate both the behavioral and label information of processes for the identifi-cation of
correspondences between activities. Given two business process models, we achieve our goal by
defining aninteger linear p rogram w hich m aximizes the |l abel similarities among process
activities and the behavioral similarity between the process models. Our approach en-ables the
user to determine the importance of the local label-based similarities and the global behavioral
similarity of the models by offering the utilization of a predefined weighting param-eter, allowing
for flexibility. M oreover, e xtensive e xperimental e valuation p erformed o n three real-world
datasets points out the high accuracy of our proposal, outperforming the state of the art.

Keywords: Process Model Matching, Optimization Problem, Integer Linear Programming, Be-
havioral Similarity

1 Introduction

The ubiquity of advanced capabilities of the digital world enables organizations to generate
and store process models which exhibit indispensable activities of their business processes

in various domains, e.g., finance, logistics, a nd p roduction[ 1,1 4,18]. T he r esulting increase
in uptake of business process model repositories leads to the need for the development of
techniques in various fields,e . g.storageof process m o dels, managementof repositories,
process querying, and process model matching.

Process model matching is the task of finding correspondences between the activities of two
given process models. In particular, for very large process model repositories of organizations,
it is essential to utilize process model matching techniques in order to determine similar models and
merge them, eliminate redundancies, as well as alleviate storage and processing costs, and
increase efficiency accordingly.

Most of the existing model matching techniques typically utilize activity labels and process
structures to determine process matching in model repositories [12]. However, incorporating the
behavior of the underlying process models is indispensable while detecting process match-ing.
Unlike label-based and structure-based process matching approaches, behavioral process model
matching takes the order of the activities in the models into consideration to attain a more
reliable, accurate matching.

In this paper, we introduce a novel business process model matching approach Optimization-based
Process Model Matching (OPTIMA) which matches the individual components of two
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given process models to each other by enabling the incorporation of both the label and be-
havioral information of the process models. Our proposal exhibits an optimization problem
which maximizes the activity label similarities at an individual local level, and simultaneously
maximizes the behavioral similarity of the given processes at a global level by utilizing their
relational profiles [19, 21, 22],24]. Thanks to the high flexibility of our approach, it is possible for
the user to set the importance (i.e. weighting) of the behavioral information to be incorporated,
as well as the label information of the process model components. Furthermore, our approach
is completely independent of the application of a prior matching of activity labels, exposing a
competitive advantage, when compared with some existing approaches. Moreover, our exten-
sive comparative experimental evaluation performed on three real-world datasets points out the
competitiveness of our proposal against the existing techniques, in particular outperforming the
state of the art in terms of f-score performance.

Our paper is structured as follows: Section[2gives an overview of the related work regarding
business process model matching. Then, Section (3| presents the preliminaries including fun-
damental information about Petri nets, as well as relational profiles, and similarity functions we
define. In Section |4, we introduce our proposal Optimization-based Process Model Matching
(OPTIMA), followed by Section [5]which presents the extensive experimental results. Our paper
is concluded by Section [ with a conclusion and future work.

2 Related Work

Business process model matching has been a challenging research area where there have
been numerous attempts to provide effective and accurate techniques. Process model match-
ing describes the task of finding corresponding transitions in two given process models, whose
roots stem from process model similarity [4} 6} [7, 16} [17] and ontology matching [8] relying
on structural and label comparison of processes [2, [5]. Researchers have primarily developed
label-based matching techniques which assesses the similarity of acitivity labels in process
models. Exhibiting a well-known label-based approach, the basic Bag of Words (BoW) match-
ing technique [11] first determines pairwise bag of words similarity among the labels of transi-
tions, and a word similarity function is used, such as Levenshtein [23] or Lin [13], to compute
all pairwise similarity scores and find out the highest scores for the matching.

In contrast to ontology and label-based matching, process models exhibit additional behav-
ioral information which cannot be captured by only considering labels or process structures.
Based on this fact, researchers have developed further approaches considering the behavioral
information of process models. The authors of [12] propose a behavioral model matching ap-
proach which considers both label-based similarities and behavioral relations. After determining
the semantic similarity of label components, match constraints are derived based on behavioral
profiles [22] of the process models. These constraints are utilized towards a matching formal-
ized as an optimization problem and solved by using Markov Logic Network inference. Another
further model matching approach is proposed in [3] which is based on the quantitative bisimu-
lation. First, process models are converted into labeled transition systems and then the degree
of simulation is computed, followed by solving a linear program, corresponding to the overall
bisimulation result. We refer to [16} [17] for a more comprehensive study of model matching
approaches.

Since our proposal can incorporate both the information of activity labels and behavior of
given two processes regulated by a parameter, it is noteworthy to use the Bag of Words ap-
proach, a label-based method, as a baseline for the label-based matching comparison for our
evaluations later on.
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3 Preliminaries

For investigating process model matching, we first use Petri nets and workflow nets as our
formal grounding [1]. Then, we formulate the relational profile exhibiting a compact behavioral
representation of a Petri net. Last, we present similarity functions and give the definition of the
relation type similarity we require for our proposal later on.

3.1 Petri Nets

Originally introduced by C. Adam Petri [15], Petri nets are the most utilized process modeling
language which allows for concurrency modelling, as well as the analysis of process models
effectively. Below, we first present the definition of Petri net, labeled Petri net, and workflow net
definitions and terms based on [1], serving as fundamentals for our paper.

Definition 1 (Petri net) A Petri net is defined as a triplet N = (P, T, F') where P is a finite set
of places, T a finite set of transitions such that PNT = 0, and F C (P x T)U(T x P) is the flow
relation denoting a set of directed arcs. A marked Petri net is defined as a pair (N, M) where
N is a Petrinet and M < B(P) is a multi-set over P denoting the marking of the net.

Definition 2 (Labeled Petri net) Let A denote the universe of activity labels. A Labeled Petri
net is a tuple N = (P,T,F,A,\) where (P,T,F) is a Petri net, A C A is the set of activity
labels, and \ : T'— A is the labeling function.

For some particular transitions which are not observable, we use the notation 7, i.e. a
transition ¢ with [(¢) = 7 is unobservable and is referred to as silent or invisible. Furthermore,
elements of PUT are referred to as nodes. For any x € PUT, the pre-set of x (a.k.a. input set),
denoted ez, is the set of nodes with a directed arc to z, i.e. ex = {y | (y,x) € F'}. The post-set
of z, denoted xe, is the set of nodes with a directed arc from z, i.e. ze = {y | (z,y) € F'}.

A marked, labeled Petri net is referred to as labeled Petri net system, denoted S = (N, M),
where N = (P, T,F, A, \) is a labeled Petri net and M, € B(P) a multi-set over the places P,
denoting the initial marking. We let N denote the universe of marked labeled Petri nets.

As convention, for any labeled Petri net system S = (N, M) with N = (P,T,F), we let T
denote the universe of transitions, and T,(S) := {t € T | A(t) # 7} be the set of non-silent
(a.k.a. visible) transitions in S. For sake of simplicity, the notation 7;,(.5) is replaced by 7§ in the
remainder of the paper, where necessary.

Given a labeled Petri net system (N, M) with N = (P,T,F, A,\), the transiton t € T
is enabled in marking M, denoted (N, M)[t), iff ¢ < M. The firing rule [). C N x T x
N is the smallest relation satisfying for any (N,M) € N andanyt € T : (N,M)[t) —
(N, M)[t)(N, M) \ ot) W te.

For a given labeled Petri net system (N, M), a sequence o = (t1,...,t,) € T, with n € N,
is called firing sequence of (N, M) iff there exist markings M, ..., M,, such that for all i with
0 < i < n, tix1 is enabled in marking M;, i.e. (N, M;)[ti+1), and firing t;,1 ends up in the
marking Mi—f—ls i.e. (N, Mi)[ti+1>(N, Mi+1)-

Workflow nets, a subclass of Petri nets, are highly relevant for business process modeling
due to their strength in natural representation of the life-cycle of cases of the underlying process
models [1]. The formal definition of workflow net is given below.

Definition 3 (Workflow net) Given an identifiert ¢ PUT, a labeled Petrinet N = (P, T, F, A, \)
is called a workflow net (WF-net) iff (1) P contains a source place i € P (a.k.a. input place)
such that ei = (), (2) P contains a sink place o € P (a.k.a. output place) such that oe = () and (3)
its short circuit net N = (P, TU{t}, FU{(o,1), (t,4)}, AU{T}, \U{(%,7)}) is strongly connected,
i.e. there is a directed path between any pair of nodes in N.
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t, ty

ps3
p1 4 p2 G Ps
Figure 1. An example workflow net. The notation p; denotes the i-th place and ¢; denotes the

j-th transition. The places p; and p5 exhibit the input (aka source) place and output (aka sink)
place, respectively.

Since WF-nets can expose processes with errors, such as deadlocks, activities that can
never become active, still enabled intermediate transitions in spite of the process termination,
etc., we need to define soundness criterion which is commonly used in the literature [20].

A workflow net N = (P, T, F, A, \) with an input place i € P and an output place t € P
is called sound iff (1) (N, [i]) is safe, i.e. places cannot hold multiple tokens at the same time
(safeness), (2) for any marking M € [N, [i]): o € M = M = [o] (proper completion), (3) for
any marking M € [N,[i]) : [o] € [N, M) (option to complete), (4) for any transition ¢ € T,
there is a firing sequence enabling ¢, i.e. (NN, [i]) includes no dead transitions (absence of dead
parts). Furthermore, a Petri net is free-choice if any two transitions sharing an input place have
identical input sets, i.e. for all transitions ¢1,ty € T', et N oty # () = oty = ety. Figure 1] exhibits
an example workflow net.

3.2 Relational Profiles

In order to give a compact behavioral representation of a Petri net, an appropriate structure is
required which captures the relationships among its transitions. Below, we present the compre-
hensive definition of the relational profile.

Definition 4 (Relational profile) Let N = (P, T, F, A, \) be a sound free-choice workflow net
and S = (N, My) the corresponding workflow net system. A relational profile R® = (¥, Q) of
S is a tuple comprising a set ¥ of relation types and an assignment relation Q C T x T x ¥
which assigns pairs of transitions relation types. A transition s € T is in a relation R € ¥ with a
transition t € T, denoted sRt, iff (s,t, R) € Q. R® is called mutually exclusive relational profile
if for all transitions s,t € T and all relation types R, Ry € ¥ with Ry # Ry : (s,t,R1) € Q =
(s,t,Ro) & Q.

Since our proposal OPTIMA requires that profiles assign at most one relation per pair of
transitions, we will consider such relational profiles satisfying the latter via the term mutually
exclusive profiles, complying with [21].

Example. We consider a relational profile R = (¥, ) of the workflow net in Figureand
two relation types eventually-follows relation = C T x T and directly-follows relation >C T x T,
resulting in ¥ = {>,>}. Note that (¢;,t;) is in an eventually-follows relation if there exists a
firing sequence which fires ¢; before ¢;. In contrast, (¢;,t;) is in a directly-follows relation if there
exists a firing sequence where ¢; is fired after ¢; without any visible transition in between. In
Figure |1, we realize that t; >~ ¢4 holds but ¢; is not directly-followed by ¢4, i.e. t; # t4, thus,
(t1,ts,=) € Qand (t1,t4,>) ¢ Q. In addition, R* is not a mutually exclusive relational profile,
since two transitions can exhibit more than one relation, e.g. (¢1,t2,>) € Q and (1, t2, >) € €.

3.3 Similarity Functions

After presenting the definition of relational profile, we now focus on the similarity computation
of two relational profiles of the Petri nets at hand. Since we assume that mutually exclusive
profiles are used to represent the behavior of Petri nets, we define a similarity function which
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determines the similarity of two given relation types, corresponding to the behavioral similarity
of two transitions exposing those relation types, such as directly-follows relation and eventually-
follows relation. In this paper, since we consider the relational profiles of the a-relational Profile
(aP) [19], the Behavioral Profile (BP) [21, 22], and the BP+ profile (BPP) [24], we define the
relation type similarity function by using the aforementioned profiles. Please note that this
similarity function is not limited to these profiles, and can easily be extended by the further
profiles accordingly, where necessary.

Definition 5 (Relation type similarity) Let S, and S, be sound and free-choice WF-net sys-
tems with relational profiles R>* = (¥,Q,) and R%? = (U, Q) of type R € {BP,aP,BPP}.
The relation type similarity sim™ : ¥ x ¥ — [0, 1] of two relation types Ry, Rs € V is defined by:

1[Ry = Ry] ifR € {BP,aP
SimR(Rl,RQ) _ [ 1 2] . { « }

WR1,Ry ifR = BPP
where the similarity value wg, r, of BP+ relation types stems from [24](Table 2).

The identification function 1[«] € {0, 1} returns 1 if and only if the statement « is true, i.e. if
the relation equivalence holds in the definition above.

Analogously, the label-based similarity function sim®” : T xT — [0, 1] computes the similarity
of the given two transitions, which will be utilized in the upcoming section, too.

4 Optimization-based Process Model Matching

In this section, we propose our novel approach Optimization-based Process Model Matching
(OPTIMA) which takes both local and global information of the underlying process models into
consideration. This is achieved by utilizing the label information of the activity labels and the
behavior information of both process models.

Our approach is presented as an optimization problem which maximizes the label similari-
ties at an individual local level, and simultaneously maximizes the behavioral similarity of both
processes at a global level by using their relational profiles. This is attained by defining an
integer linear program which exhibits an optimization problem with a linear objective function,
linear constraints, and variables which are defined to be integers [10].

In order to provide flexibility for the user, e.g. process owner, domain expert, etc., we
introduce a weighting parameter w which determines how much importance will be attached
to label information and behavioral information, aligning with the user intention. Moreover, our
proposal is fully independent of the application of a prior matching of transition labels, which
constitutes an important competitive advantage in comparison with some existing approaches.
For sake of simplicity, the notations 7,(S1) and T,(S2) will be replaced by T} and T3 for the
remainder of our paper, where required. Below, we first give the formal definition of our novel
approach OPTIMA and then elaborate on its constraints:

Definition 6 (Optimization-based Model Matching) Given two sound free-choice WF-net sys-
tems S| = (Nl, Mgl), Sy = (NQ,M(S%) with N1 = (Pl,Tl, Fi, Al, Al), Ny = (PQ,TQ,FQ,AQ, )\2),
and mutually exclusive relational profiles R%* = (¥,€) of S; and R = (U,(Qy) of S, let
sim™ . ¥ x ¥ — [0,1] be a relation type similarity of the profile type R and sim™ : T x T —
[0,1] be a label-based similarity function. The Optimization-based Model Matching (OPTIMA)
M C 17 x T3 is derived from the optimal solution of the following problem:
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max w ZShSQGTf #yslas%tlth‘SimR(RsSf,sg7Rfl%tg) + (1 - w) ZSETf %x&t‘SimL(sv t)
ty,to€Ty teTy

st ) wy <1 Vte Ty (1)
seTy
Y oz <1 Vs e Ty (2)
teTy
2y81,52,t1,t2 S x81,t1 + x527t2 v31, So € Tlva tl) t2 S TQU (3)
zsr € {0,1} Vse Ty, teTy (4)
Ysq,s9,t1,t2 € {0, 1} Vsl, So € Tlv,tl,tg S TQU (5)

where w € |0, 1] denotes the weighting parameter, and m = min{|T}|, |T5|}.

The maximum number of simple correspondences of the two nets N; and N», i.e. the
matching of single transitions of Petri nets, is determined by m := min{|77}|, |73 |}. According to
Constraint (4) above, for transitions s € 77 and t € T3, z,; € {0,1} indicates if s is matched to
t(i.e. x5+ = 1) or not (i.e. z5; = 0). Constraints (1) and (2) ensure that every transition of one
WEF-net is matched to at most one transition of the other WF-net.

The decision variable y is concerned with the aggregation of the information of two x vari-
ables: For visible transitions s1, sy € 17 and t1,t2 € T3, Constraint (5) indicates if s; is matched
to ¢; and simultaneously if sy is matched to ¢ (i.€. ys, so.t1,00 = 1) OF NOt (i.€. Ys, 501,60 = 0).
Furthermore, Constraint (3) denotes the relationship between the variables z;, +,, x5, +,, and
Ysy,s0.t1,t2 Which ensures that if z,, ;,, = xs,4, = 1, then the maximization problem results in
Ys1,s0,t1,t2 = 1 due to the nature of the problem definition.

The objective function comprising two summands aims to maximize the average label sim-
ilarity between matched transitions, and maximize the behavioral similarity of both WF-nets,
depending on their relational profiles. Finally, the obtained sum is normalized by the squared
number of maximum possible simple correspondences m? to provide an objective value in
[0.0,1.0].

5 Experiments

In this section, we first give details about the experimental system setup, datasets, and the
process model matching approaches which are used in our evaluations. Then, we will present
the extensive evaluation results.

5.1 Experimental Setup
5.1.1 System setup.

The implementation of programs is performed in JAVA 8 and experiments are conducted on 2
x Intel Xeon Gold 5115 CPUs, each consisting of 10 cores and 20 threads @ 2.40GHz with a
total of 512 GB RAM DDR4-2400 and 15 x 400-AXQU 960 GB SSD with Ubuntu Linux 18.04.
In addition, for our proposed OPTIMA approach, we utilize Gurobi 8.0.1 [9], and adopt the Petri
net and behavioral profile implementation from the jBPTE] library. The implementation utilized
for the evaluation results presented in this paper is available and can be publicly checked ouﬂ

5.1.2 Datasets.

We use three real-world datasets which arise from the Process Model Matching Contests 2015
[2]. The first dataset is the University Admission Processes (abbreviated by University) compris-
ing 36 model pairs derived from 9 models representing the application procedure for students

Thttps://github.com/jbpt/codebase
2https://github.com/domhues/ilp-matcher
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Characteristics University Birth Asset
# model pairs 36* 36 36*
. # transitions (min) 12* 9 1*
Before conversion to PNML # transitions (max) 45+ o5 43+
# transitions (avg) 24.2* 19.3 18.6*
# model pairs 21 - 17
. # non-silent transitions (min) 16 - 1
After conversion to PNML # non-silent transitions (max) 32 - 21
# non-silent transitions (avg) 241 - 6.4
% matched non-silent transitions 25.35%  65.95% 84.86%
% unmatched non-silent transitions 74.65% 34.05% 15.14%
Gold standard % simple correspondences 83.3% 14.0% 22.0%
% complex correspondences 16.7% 86.0% 78.0%
% trivial correspondences 33.3% 4.0% 18.3%

Table 1. Characteristic information of the datasets Birth, University, and Asset (x values are
adopted from [2]).

at nine universities in Germany. The second dataset is the Birth Registration Processes (Birth)
consisting of 36 model pairs that were derived from 9 models representing the birth registration
processes of Germany, Russia, South Africa, and the Netherlands. The third dataset is As-
set Management Processes (Asset) which includes 36 model pairs that were derived from 72
models from an SAP Reference Model Collection covering the fields of finance and accounting.
Since the University and Asset datasets originally include process models of BPMN and EPML
formats, respectively, these models are first converted to Petri nets, i.e. PNML format, so that
process model matching approaches and our proposal can be evaluated.

It is noteworthy to state that model pairs available in the datasets Birth, University, and Asset
are associated with a gold standard indicating the ground truth corresponding to the optimal
matching of the process model pairs. The gold standard is derived manually by making use of
the human expert knowledge, comprising simple (7:7) and complex (7:n) correspondences.

Table |1| presents key characteristics about the three aforementioned datasets. As men-
tioned above, the process models in the datasets University and Asset are of BPMN and EPML
formats, respectively, which are converted to Petri nets, i.e. PNML format. It is visible that the
conversion of the models from BPMN and EPML into PNML format affects the number of model
pairs which are then used for the matching evaluations. The reason for obtaining less process
models after the format conversion is that some transformed models are not free-choice models
any more to which relational profiles cannot be applied. Since the Birth dataset comprises the
process models of the PNML format, there is no need to apply any model conversion, i.e. 36
process model pairs remain for the experimental evaluation. In addition, the University dataset
indicates the highest number of non-silent transitions (24.1 transitions), while the Asset dataset
has the lowest number of non-silent transitions (6.4 transitions). Furthermore, the Asset dataset
includes minimum 1 non-silent transition, while the University dataset shows the highest mini-
mum number of non-silent transitions (16).

At the bottom of Table |1, we realize some information regarding the gold standard indi-
cating the percentage of the matched and unmatched transitions, as well as the information
of simple and complex correspondences. For the University dataset, 25.35% of the non-silent
transitions are considered as mapped by the gold standard, while 74.65% remain unmatched.
Furthermore, the University dataset indicates a high percentage of simple correspondences
(83.3%) in the gold standard, while the Asset dataset shows a high percentage of complex
correspondences (78%) in its gold standard. Please note that a low percentage of simple cor-
respondences corresponds to a high percentage of complex correspondences.
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5.1.3 Approaches.

As given above, our proposal OPTIMA utilizes both label-based and behavioral information of
process models by means of a weighting parameter w. We vary w € {0.0,0.1, ..., 1.0} and utilize
the basic Bag of Words label similarity function with Lin word similarity function. Furthermore,
we consider the following individual relational profiles of process models: the a-relational Profile
(aP) [19], the Behavioral Profile (BP) [21, 22], and the BP+ profile (BPP) [24]. Please note
that the evaluation and comparison of various label similarity functions is not the scope of this
work.

In order to provide a fair empirical study, we consider the existing process model matching
approaches which in particular take the behavioral information of process models into consid-
eration, too. First, we utilize the Markov Logic Network model matching approach [12] with
two different labeling functions, namely Refactored label similarity function, as proposed by the
authors, and the basic Bag of Words label similarity function with Lin word similarity function
[13] (abbreviated by MarkovR and MarkovB, respectively) so that the results can be compared
with those of OPTIMA. Then, we use the bisimulation-based model matching approach (Bisim)
[3] utilizing the basic Bag of Words label similarity function with Lin word similarity function so
that the results are comparable with those of our proposal.

It is noteworthy to state that setting w = 0 leads to the fact that OPTIMA exposes only a
label-based process model matching, while setting w = 1 provides our proposal to include only
behavioral information for process model matching. Hence, regarding the former, we consider
a baseline from the class of the label-based process model matching approaches, i.e. the Bag
of Words process model matching approach [11] (BoW) with Lin word similarity function (with
the threshold value of 0.7, as authors suggest).

We compare our computed matching results, i.e. found correspondences in our matching,
against a gold standard which is generated by authors in [2]. In this way, each found correspon-
dence of the activity pair is determined to be in one of the following classes: true-positive (T'P),
true-negative (T'N), false-positive (F'P) or false-negative (F'N). Taking this classification into
consideration, we then calculate the precision (I'P/(TP + FP)), the recall (TP/(TP + FN)),
and the f-score (2 x precision x recall)/(precision + recall).

In order to gather comparable, fair evaluation results, we utilize the average of precision,
recall, and f-score values, referring to [2]: the macro evaluation considers the average of pre-
cision, recall, and f-score values over all test cases, while the micro evaluation is obtained by
first summing up all true/false positives, true/false negatives, and then computing the preci-
sion, recall, and f-score values once at the end of the computation. Furthermore, since Bisim,
MarkovR, MarkovB, and our proposal OPTIMA consist of parameters which are not necessarily
preset by the authors, we present our results obtained by applying the parameters which lead
to the highest micro f-score values, as stated in [2]. Due to space limitations, we focus on the
precision, recall, and f-score comparison of our proposal and the aforementioned approaches.

5.2 Experimental Results

After giving details about the experimental setup above, we now present our evaluation results.
Based on micro and macro aggregation of the results, Figure [2| exhibits precision, recall, and
f-score results of our proposal OPTIMA and four state-of-the-art approaches, respectively. By
inspecting the plots in both figures, we note that micro and macro aggregated evaluation results
of all approaches expose a similar tendency over utilized real-world datasets (Birth, Asset, and
University), as anticipated.

As stated before, we present the results attained by applying the parameters resulting in
the highest micro f-score values, as proposed in [2]. The results of our approach OPTIMA are
obtained by determining the best values attained with the BP+ profile (BPP) with the weighting
parameter w = 0.4 on the Birth dataset, with the BP+ profile (BPP) with the weighting param-
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Figure 2. Micro and macro aggregation results of precision, recall, and f-score measures
obtained on three real-world datasets, i.e. Birth Registration Processes (Birth), Asset Man-
agement Processes (Asset), and University Admission Processes (University) stemming from
Process Model Matching Contest 2015 [2]. For a fair comparison, we utilize (i)Bag of Words
process model matching approach [11] (BoW) indicating a baseline for a label-based approach
(i) Markov Logic Network model matching approach [12] with two variations MarkovR and
MarkovB utilizing Refactored and Bag of Words label similarity functions (iii) Bisimulation-based
model matching approach [3] (Bisim). Considering both label and behavior information of pro-
cess models and being independent of the application of a prior matching of activity labels, our
proposal OPTIMA outperforms all approaches regarding micro and macro f-score results on all
real-world datasets.

eter w = 0.5 on the University dataset, and with the Behavioral Profile (B7P) with the weighting
parameter w = 0.2 on the Asset dataset. Furthermore, for the bisimulation-based approach
Bisim, a skip-penalty with the value 0.7 for Birth, Asset, and a skip-penalty with the value 0.9 for
University lead to the highest values. In addition, the best values for Markov-based approaches
MarkovB, MarkovR are attained by the constraint weight 0.001 for Birth, University, and the con-
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straint weight 0.01 for the Asset dataset. Finally, for the Bag of Words process model matching
approach (BoW) indicating a baseline for a label-based matching model technique, we utilize
the threshold of 0.7 which is suggested by the authors in [11].

The results summarized in Figure report that the Bisim approach outperforms
other approaches in terms of precision performance on the Birth and Asset datasets. Fur-
thermore, OPTIMA exhibits the highest precision values on the University dataset, while the
Markov-based approaches show the lowest precision performance. The slightly higher perfor-
mance of Bisim over that of OPTIMA can be elucidated by the fact that the quantitative simula-
tion exposes a higher or comparable expressiveness for model matching, when compared with
the incorporation of the relational profiles. Furthermore, we observe that the BoW approach,
indicating only a baseline label-based approach, shows a much higher precision performance
than that of MarkovB and MarkovR on Birth and Asset comprising complex correspondences in
their gold standard, i.e. ground truth. This can be elucidated by the fact that BoW can success-
fully detect complex correspondences, while Markov-based approaches can only find a smaller
portion of complex correspondences on these datasets.

The results presented in Figure provide confirmatory evidence that our proposal
OPTIMA outperforms existing approaches regarding the recall measure on the Birth dataset.
In addition, OPTIMA indicates a comparable recall performance when compared with MarkovR
and MarkovB on all datasets, which can be explained by that fact that both Markov-based
approaches and our proposal can detect simple correspondences successfully. Furthermore,
BoW shows a comparable recall performance on all datasets, outperforming Bisim. An inter-
esting observation is the considerably poor recall performance of Bisim on all datasets. This
suggests that the applied quantitative simulation technique is eligible for detecting only a small
fraction of the relevant results.

A closer examination of macro and micro aggregation indicates that the macro aggregation
of the precision, recall, and f-score measures reflects lower values on the University dataset
than the micro aggregation results. This posits that some model pairs in University expose a
relatively poor performance in the three measures, directly resulting in lower macro aggregated
values since every model matching contributes equally to the computation of macro scores. In
contrast, the corresponding micro aggregation results seem to be higher, since the influence
of the poor performance of some particular models in the aforementioned dataset does not
substantially contribute to the computation of micro aggregation results at all.

As presented in Figure 2(e){2(f), OPTIMA considerably outperforms all state-of-the-art match-
ing approaches regarding both micro and macro aggregation f-score results on all three real-
world datasets. The intuition behind this observation lies in the high precision and recall results
of our proposed approach, while other approaches exhibit a smaller result either in precision or
recall.

6 Conclusion

One of the major challenges and key components in today’s organizations is the ever-increasing
amounts of business processes, resulting in the need for novel effective process model match-
ing techniques in huge process model repositories. Providing direct insight into process model
matching, this paper introduces a novel business process model matching approach Optimization-
based Process Model Matching (OPTIMA) which matches individual components of two given
process models to each other by incorporating both label and behavioral information of the pro-
cess models. We present an optimization problem maximizing the activity label similarities at a
local level, and the behavioral similarity of the given processes at a global level by leveraging
relational profiles. Being fully independent of any prior matching of activity labels, our proposal
shows high competitiveness against existing techniques, in particular outperforming the state

70



Uysal et al. | Bus. Inf. Sys. 1 (2021) "BIS 2021"

of the art in terms of accuracy performance.

An interesting direction for future work concerns the analysis of the complex correspon-
dences which can potentially shed on light on the further matching strategies. Furthermore,
we intend to conduct research into the evaluations on various real-world datasets in order to
gain more insights, as well as examine the execution time of our approach to evaluate its per-
formance. In addition, examining the efficiency of the proposal, as well as reducing the number
of variables in the maximization problem to attain higher efficiency can be dedicated for future
examination.
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Abstract. Process mining is widely adopted in organizations to gain deep insights about run-
ning business processes. This can be achieved by applying different process mining techniques
like discovery, conformance checking, and performance analysis. These techniques are applied
on event logs, which need to be extracted from the organization’s databases beforehand. This
not only implies access to databases, but also detailed knowledge about the database schema,
which is often not available. In many real-world scenarios, however, process execution data is
available as redo logs. Such logs are used to bring a database into a consistent state in case
of a system failure. This paper proposes a semi-automatic approach to extract an event log
from redo logs alone. It does not require access to the database or knowledge of the database
schema. The feasibility of the proposed approach is evaluated on two synthetic redo logs.

Keywords: Event Log, Redo Log, Database Schema, Log Extraction, Process Mining

1 Introduction

An event log is an intrinsic ingredient of process mining that is comprised of process execution
data [1]. In traditional process mining, event logs are extracted from the databases of a given
organization. Typical event log extraction approaches require extensive access to the database
tables and detailed knowledge about the database schema [2]. If this information is not avail-
able, other sources of information have to be tapped to extract event logs, primarily redo logs.
Redo logs are an attractive choice, since these logs not only hold values stored in the database,
but also a temporal ordering of the modifications that were applied to these data.

Several Data Base Management Systems (DBMSs), like Oracle RDBMS r'_l provide redo
logs to store conducted data operations and use them to bring the database into a consis-
tent state in case of system failure. Existing approaches propose solutions on how to derive
event logs from redo logs. These approaches rely on information about the database and its
schema [3]-[5]. In this paper we argue that it is possible to extract an event log by just consid-
ering redo logs as a single source of information.

Therefore, this paper proposes database-less extraction of event logs from redo logs. We
are following a two-step semi-automatic approach where in the first step the database schema
is automatically inferred from the redo log. The inferred schema is evaluated by a domain
expert and it is used to extract an event log based on selected case notion. In the second step,
the database schema is used to correlate the redo log events into the event log traces. The
feasibility of our approach is tested on two synthetic redo logs.

Thttps://www.oracle.com/database/technologies/
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The reminder of this paper is organized as follows. Section 2 briefly discusses the basic
notions needed to understand the rest of the paper. The approach for extracting an event log
from redo log is described in Section 3. The related work are briefly discussed in section 4.
Consecutively, section 5 provides an evaluation of the proposed approach whiles section 6
concludes the paper.

2 Preliminaries

This section introduces the basic notions and concepts regarding the event log and redo log,
which we refer to throughout this paper.

The starting point of any process mining techniques is an event log, which is defined as a
ordered collection of events. Each event is represented by three mandatory attributes: the case
identifier, which identifies the process execution instance; the activity name, which represents
a well-defined step of the process execution; and, the timestamp, which represent the time
occurrence of the event. In addition, an event log can store several optional attributes such
as resources and organizations, showing the business unit where the process is executed. All
events pertaining to the same case identifier establish the case.

One can make use of a plethora of event log extraction approaches to construct an event
log around a specific case notion from a database of a given organization [2], [6]. Therefore,
it is possible to extract several event logs, each pertaining to a different case notion, from the
same source of information. To achieve that goal, the extraction procedure requires access to
the database and deep knowledge of the schema. However, this access and knowledge cannot
always be secured. Instead, usually another kind of log is more ready available—Redo logs.

A Redo log stores all changes of the database as they occur. Each entry in a redo log
corresponds to an transaction executed by the database system. Database systems like Oracle
RDBMS enable redo logs to store the historic view on what has happened in the system. In a
real-life scenario these logs are used to restore the database to the consistent state in case of
system failures.

Each transaction in the redo log is represented as an SQL statement (called redo entry) and
consist of (1) the operation made upon a certain database table i.e., insert, delete, and update;
(2) the affected attributes and the corresponding values, (3) the row id on which the statement
must be applied, (4) the timestamp of the statement occurrence.

Some examples of the redo entries are illustrated in Listing [1, which shows several redo
entries in a medical database system. Suppose that a patient is admitted to a hospital and
afterwards diagnosed by a doctor. Each statement represents a redo entry. In the first redo
entry two attribute value are inserted into the Patients table. While in the second second one
an update operation is made upon the Diagnoses table. The third redo entry includes a delete
operation over the Admissions table.

insert into "SYSTEM”.”PATIENTS” (”ID” ,”GENDER”) values (’86°,’M’) AAAT
; 08-JAN-2021 12:46:15

update "SYSTEM”.”DIAGNOSES” set "ID” = ’'584° where "ADMISSION_ID” =
101’ and ICD_.CODE='P599°’ and ROWID = 'BADR’; 08-JAN-2021 12:45:33
delete from "SYSTEM”.”ADMISSIONS” where ”ID” = ’32° and "PATIENT.ID”

= 34’ and ROWID = 'SABD’; 08-JAN-2021 12:46:27

Listing 1. Redo log fragment: each statement corresponds to an transaction made upon the
database and is called redo entry

In this paper we provide a method for extracting an event log from a redo log without the
knowledge of the underlying database schema. Below a detailed explanation of each step is
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Figure 1. Overview of the approach followed to discover an event log from a redo log
given.

3 Extraction of event logs from redo logs

As mentioned in the previous section, the redo logs store all the changes of the database as
they occur in the form of SQL statements. Our aim is to extract an event log by only considering
the redo log as a single source of information as shown in Figure [{]

To correlate the redo entries into the event log traces a database schema is, nevertheless,
needed. Therefore, the first step of our approach is to infer the database schema from a redo
log without having access to the actual database. Afterwards, the domain experts comes into
play to evaluate the inferred database schema and decide about the case notion by having in
mind the goal of the process model. The last step of our approach is is to extract the event log
from the redo log in conjunction with the database schema. The resulting event log is defined
as a set of traces and each trace contains a set of events.

The assumption is that the redo log contains sufficient information to be able to extract the
database schema and, in consequence, the event log. The bigger the redo log is and the
more variation of the software system transactions it contains, the more accurate the inferred
database schema becomes.

3.1 Inferring the database schema from redo logs

An important step that has to be taken before extracting an event log is to discover the database
schema, which is used to correlate the data taken from the redo log into the event log traces.
The database schema inferring process consists of identifying (1) the database tables with their
attributes; (2) the primary key of each table; (3) the foreign key relations needed to determine
the relation between tables.
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Database schema tables and attributes detection To discover the database schema tables
we look at each redo entry and filter out the table names. For each operation made upon the
certain table in the redo entry a new database table is constructed. If the table name already
exists in the database schema then we move forward to the next redo entry. Since each redo
entry contains only one operation made upon one table then this step requires only one iteration
over all redo log entries.

Once the database tables are constructed we have to identify for each table the affected
attributes. Following the same idea, we go through all the redo entries and extract for each
table the affected attribute names. If a new attribute is detected for a table, it is added to the
corresponding table. Otherwise, the attribute is ignored as it is already in the schema.

The next step of the schema extraction is to define the relation between tables based on the
attribute values involved in each redo entry. This implies the need to discover the primary keys
and foreign keys. Since the redo logs do not contain explicit information about these types of
keys we argue that this information can be extracted from the data pertaining to each attribute.

Primary key detection Primary keys are important constraints in the database indicating the
attributes relations that hold in a database. By definition a primary key attribute contains only
unique values [7]. This implies the need of checking the values of each attribute discovered
from the previous step. If duplicate values appear for a certain attribute then this attribute is not
a primary key candidate.

However, checking for unique values is necessary but not sufficient to detect the primary key.
It might happen that a certain attribute contains unique values and can easily be misinterpreted
as a primary key (e.g., an attribute which stores the value of the account balance). To overcome
this issue, we further check if the attribute values appear in ascending order throughout the redo
log. If this is not a case, the attribute is not considered as a primary key candidate even if its
values are unique.

To increase the accuracy in the primary key identification step, we are also considering the
attribute name suffix. In order to make the database more readable and easy to maintain, it is
a common practice in reality for the primary keys to contain a suffix like: ’key’, ’id’, 'nr’ [8].

Foreign key detection The foreign keys are used to identify the relations between the previ-
ously created tables. One difference between the primary keys and foreign keys is that we can
have several foreign keys but only one primary key for each table. Another difference is that
foreign keys require the existence of the primary key since they are used to reference a primary
key.

To identify the foreign keys between the constructed tables and the predefined primary keys
we rely on the inclusion dependency relation, which means that all the values of the referencing
attribute must be contained in the referenced attribute. For example, if we have two attributes
called X and Y respectively, each pertaining to two different tables in the database, we can say
that all attribute values of foreign key Y must be present in the attribute values of the primary
key X. This condition needs to be satisfied only on one direction, which implies that the primary
key attribute might have additional values.

Nevertheless, the inclusion dependency is required but it does not suffice to detect the
foreign keys. It might happen that there are, for example, 100 entries in the primary key attribute,
50 of which appear in another attribute of a different table. This means that this attribute is a
candidate for foreign key. To increase the chances for discovering the correct foreign key in the
same way as we did with the primary keys we will consider also the suffix attribute name.

Before using the inferred database schema as input for the event log extraction step we
leave to the domain expert to review it.
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3.2 Event log extraction

The event log extraction takes as input the redo log and the inferred database schema. 1t is
the database schema that helps us to correlate the redo entries into the event log traces. The
domain expert supports this transformation by picking the case notion while having in mind the
desired process view. Specifically, the selected case notion denotes which database schema
table will be used to determine the event log traces.

Patients (left-hand side) Admissions (right-hand side)

Id | Rowld _ _ Id Row Id Patient_Id

A Entity relation 1 m

Patients Admissions

@ =8 (Row Id) (Row Id) 2 L ®

Al ¢ | - Jes [ 3 K E v
A v 4 o A
A T > T
B L 6 v @)
B \Y
C (0]

foreign-key relation

Figure 2. Example of an entity relation table creation. Prescription table is in relation with the
Pharmacy table via the foreign key between User Id and Id attribute

Entity Relation Generation For each pair of tables in the database schema that are in relation
via the discovered foreign keys the following method is applied: For each entity on the left-hand
side of the referenced table it is checked whether one or more entities exist on the right-hand
side of the depended table (i.e., the one that contains the foreign key attribute). If this is the
case, the Row Id of the depended table together with the Row Id of the referenced table are
added to an entity relation table.

This is done until all entities of the left-hand side table have been considered. The method
is repeated for all tables that are in a foreign key relation outputting an entity relation table for
each pair. This requires the Row Id to be unique. However, it might happen that several rows in
the database might have the same row id. This occurs if a delete operation has happened on
that row before. If a certain row is deleted from the database, its row id can be reassigned to
another row via the insert operation. Therefore, a pre-processing step is needed to overcome
this limitation.

Before constructing the entity relation table the redo log is parsed and whenever a redo
entry that contains a delete operation occurs it's row id is tracked. If another redo entry is
inserted and it occupies one of the tracked row id, then a unique suffix is appended to that row
id. This is repeated as soon as the next delete statement for that row id is encountered. In this
way, we make sure that each row id of the parsed redo log belongs exactly to one redo entry.

Figure [2| provides an example how the entity relation table can be created between two
tables (called Patients and Admissions) that are in relation through the foreign key. Suppose
that from the previously inferred database schema we get the information that each table has
an primary attribute called /d. In addition, the Patient_Id attribute of the Admissions table (right-
hand side) is assigned as a foreign key of the Patients table (left-hand side). For the entity with
Id equal to 1 in the Patients table we will check all entities in the Admissions table that have the
same value to the foreign key attribute (i.e., Patient_Id). As a result there are three entities that
satisfy this conditions (highlighted with rectangle). In consequence, the corresponding Row
Id of both tables are added to the entity relation table (first three entities of the entity relation
table).
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Figure 3. An example of event log extraction after applying the entity-based trace collection
step on the inferred database schema. The Patients table is picked as root class/case notion
by a domain expert

The same logic is followed for the entity with /d equal to 2 (highlighted with circle) and
3 (highlighted with triangle) in the Patients table. The resulted entity relation table has six
relations in total. By default, there cannot be duplicates due to the uniqueness of the primary
key. Once the relation is constructed for each pair of the tables that are in a foreign key relation,
the next step is to define the event log traces.

Entity-based Trace Collection The goal of the entity-based trace collection step is to define
the event log traces by considering the entity relation table and the redo entries. In process
mining each trace is defined as as a collection of events. Each event is determined by a case
id, activity name, timestamp and list of other optional attributes. To discover an event log trace
we are considering for each row id of the root class (from now on let us call it RCID), picked by
the domain expert, all row ids (from other tables) that are in relation with the RCID. This implies
that for each RCID an event log trace is constructed.

To discover all row ids that are in relation with one RCID, the entity relation table comes
into play. Starting from the the first RCID, we check the entity relation table for the entities that
are in relation with this RCID. Let us call all entities that are in relation with the given RCID
the target entities relation. Each target entity relation corresponds to one or more Row Ids
of another table. Therefore the same step is followed to find all Row Ids that are in relation
with the second table. In the same way we iterate through all tables for which a predefined
entity relation table exists. For each RCID a trace is created as a list of all discovered Row Ids
relating to it. Each event in this trace has a case id equal to the RCID entity. The event’s activity
name and timestamp are extracted from the redo log entries based on the respective Row
Id event. Depending on the scope of the to-be-discovered business process model, several
optional attributes can be defined via the attributes lists considered in each redo log entry. All
the traces defined through this method constitute the event log.

Figure [3] illustrates an example of the entity-based trace collection based on the scenario
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presented in Section The patient was admitted to a hospital and afterwards diagnosed
by the doctor. Suppose that the inferred schema for this scenario has three tables Patients,
Admissions and Diagnoses. The Admissions table is in a foreign key relation with the Patients
table, and Diagnoses is in a foreign key relation with Admissions. For each pair of tables the
corresponding entity relation table is illustrated in Figure Let us assume that the domain
expert has selected the Patients table as a root class (case notion). For RCID equal to A the
entity relation table is checked to identify the target entities relation. There are two target entities
N and O in the entity relation table which at the same time defines the Row Id of the related
table. In the same way we go further and check the related Row Id of N and O by considering
the entity relation between Admissions and Diagnoses.

We iterate through all RCID of the root class and identify a list of Row Ids which are in rela-
tion with A and B. Therefore, from the example illustrated in Figure [3|two traces are discovered:
(A,N,0,X,7Z) and (B,M, X,Y). As the last step, for each Row Id in the predefined trace the
redo log is queried to retrieve the activity name and time. The case id of the first trace is equal
to the Row Id of RCID, which is equal to A in the Patients table while the case id of the second
trace is likewise defined as B.

4 Related work

Discovering an event log from a redo log is recently subject to research work. Murillas et al. in
[4] propose a three-step approach (scope, bind and classify) to extract an event log from the
changes captured by the underlying database. The author assumes that the class model and
event model, which capture the changes of the underlying database, are known upfront. In
contrast, we are extracting an event log by considering only the redo log as a single source of
information.

Another approach for extracting an event log from the redo log is presented in [5]. The event
log extraction step requires three objects as input: the redo log, the data model and the trace
id pattern. The latter is extracted from the database and it is used to determine the case notion
needed to produce the event log traces. More specifically, the trace id pattern is used to find
a common set of attributes between different classes while considering the primary key and
foreign key relations. Instead, our approach assumes the lack of the database and such trace
id pattern can be derived from the redo log entries.

In [3], the authors give an comparison between the traditional process mining and redo log
process mining based on the event log extraction phase. They have applied both approaches
on real-life data and come to the conclusion that the event log extracted from the redo log are
richer in terms of number of events. In contrast to our approach the extraction of the event logs
requires as input the redo log and the data model which is accessed via the connected Oracle
database.

To the best of our knowledge, this is the first work on transforming database transactions
into an event log without requiring live access to the database.

5 Evaluation

Our approach is evaluated based on two synthetic redo logs. The first one is extracted from
the MIMC_IIl (Medical Information Mart for Intensive Care lll) real-life dataset [9] which contains
electronic health records (EHRSs) related to patients admitted to the critical care unit (CCU)
at the Beth Israel Deaconess Medical Centre (BIDMC), in Boston, USA. A script is written to
simulate a redo log based on the provided MIMIC dataset. The approach presented in this
paper is implemented as a Scala-based CLI tool and can be found on GitHubﬂ The Oracle

2https://github.com/fyndalf/redo-log-parser
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Figure 4. Inferred database schema from the simulated MIMC redo log

LogMinerE]is used to archive and export the redo logs.

The approach presented in Section [3.1]is applied to the simulated redo log and the inferred
database schema is illustrated in Figure After comparing it with the original schema, we
come to the conclusion that they are similar.

As the next step, we chose two case notions: Patients and Admissions. As the last step
of our approach the event log was extracted based on the selected case notion. The process
model was then discovered from the extracted event log via the Inductive Visual Miner algorithm
[10], which is a ProM plug-in [11]. The discovered process model is illustrated in Figure [5]

Update
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value of
"SYSTEM"
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entity

Add "SYSTEM".
"DIAGNOSES"
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Add "SYSTEM".
"SUBJECTS"
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"SYSTEM"."PRE-
SCRIPTIONS"
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. entity .

Add "SYSTEM"
"PHARMACY" X
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Add "SYSTEM"
"PRESCRIP- X
. TIONS™ entity .

Figure 5. MIMC discovered process model for the Patient. The Inductive Visual Miner algorithm
is applied with 70% threshold

From the discovered process we observe that the process starts with the insertion in the
Patient table, which is happening because the Patients is selected as a root class. Afterwards,
the insertion in the Admissions table can optionally happen. That is followed by the insertion in
the Diagnoses table. In consequence the insertion of the Prescriptions or Pharmacy table can
take place. The creation of all tables is followed by either updating the Frequency attribute in
the Pharmacy table or updating the DOSE_AMOUNT attribute in the Prescription table which
concludes the process.

Our approach is applied also to the Ticket selling dataset which used in [5]. This dataset

Shttps://docs.oracle.com/en/database/oracle/oracle-database/18/sutil/oracle-logminer-utility.ntml
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Figure 6. Inferred database schema from the Ticket selling redo log

contains events regarding a portal for selling concert tickets. The inferred database schema is
shown in Figure [f] and it is compared with the original schema presented in [5]. There is only
one extra relation inferred between price attribute in Ticket table and no attribute (seat number)
in Seat table that is not manifested in the original schema. We checked the data and concluded
that this seems to be an inconsistency in the original data: every ticket in the redo log has a
price equal to 35 and there is one seat with the seat number equal to 35. We are assuming that
the data are simulated and non-constant prices would not lead to this result.

6 Conclusion

In this paper we propose an approach to extract an event log from the redo log in the absence
of a database. We show that the access to whole database and extensive knowledge about the
database schema is not always necessary to extract an event log. To realize this, we propose
a semi automatic two-step approach to output the desired event log. First, it is shown how to
infer a database schema solely from the redo log. Then, the event log extraction is achieved by
considering both the inferred database schema and the redo log. The assistance of the domain
expert is required to select a case notion by having in mind the desired process model goal.

The feasibility of the approach is proven by developing a prototype which is applied on two
synthetic redo logs. The inferred database schema it is proven to be similar to the original one
proving the effectiveness of our approach. The discovered event log conforms to the XES |7_f]
standard and can be used by the the process mining experts to apply different techniques like
discovery, conformance checking and performance analysis.

As future work, we are aiming to further exploit redo logs as a rich source of information
to enrich the discovered process model with additional information such as data objects. In
addition we would like to further improve the performance and usability of our implementation
tool.

4|[EEE Task Force on Process Mining. XES Standard Definition. www.xes-standard.org
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Towards a Concept for Building a Big Data Architecture
with Microservices
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Abstract. Microservices and Big Data are renowned hot topics in computer science that have
gained a lot of hype. While the use of microservices is an approach that is used in modern
software development to increase flexibility, Big Data allows organizations to turn today’s infor-
mation deluge into valuable insights. Many of those Big Data architectures have rather mono-
lithic elements. However, a new trend arises in which monolithic architectures are replaced
with more modularized ones, such as microservices. This transformation provides the benefits
from microservices such as modularity, evolutionary design and extensibility while maintaining
the old monolithic product’s functionality. This is also valid for Big Data architectures. To facili-
tate the success of this transformation, there are certain beneficial factors. In this paper, those
aspects will be presented and the transformation of an exemplary Big Data architecture with
somewhat monolithic elements into a microservice favoured one is outlined.

Keywords: Big Data, Microservice, Success Factors, Software Design, Software Architecture

1 Introduction

A continuous growth of the overall amount of data that is created, captured and analyzed heav-
ily affects today’s infrastructures as a whole [1]. With these advancements, an increase in
processing speed is desirable. Consequently, the performance of conventional methods and
technologies are growing insufficient, thus motivating the invention of new techniques and the
need of modern data architectures, as they are denoted by the terms Big Data and Big Data
architecture [2]. Organizations that implement aforementioned technologies can experience
a significant increase in p erformance [ 3] d ue to more e fficient de cision making, re duced ex-
penses and a more result-oriented portfolio of services while improving customer relations [4].
However, implementing the respective applications is still a challenging task [4]. Contributing
to this problem, the newly implemented algorithms and solutions might evolve over time, thus
rendering the effort pointless, if the Big Data architecture is not adapted accordingly. This
results in a rising demand for designs, which consist of building blocks that can be modified
and replaced independently from each other, contrasting isolated implementations and appli-
cations [5]. Implementing microservices as the building blocks of Big Data architecture appears
to be a feasible solution due to high degree of modularization [6]. Therefore, the research
question is:

What Factors should be considered to build a microservice favored Big Data architecture?

To provide an answer, at first, the concepts of microservices and Big D ata are described.
This is followed by a look at what research has already done in the area of microservices in Big
Data. This shall be a foundation to derive success factors for a successful microservice based
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Big Data architecture. Afterwards, an exemplary Big Data architecture with isolated elements
will be transformed into a microservice favored Big Data architecture. he advantages and disad-
vantages are discussed and compared with the specified success factors. Finally, a conclusion
is given, also highlighting potentially beneficial directions for future research endeavors.

2 Background

Big Data and microservices are introduced in the following. Their mode of operation and im-
portant properties are described. Also monolithic architectures as alternatives to microservice
based systems are described and a state of the art of microservices in Big Data is given.

2.1 Big Data

While initially being referred to as a synonym for large amounts of data that cannot be easily
handled by relational databases and technologies of that time, today Big Data covers a vari-
ety of advanced data characteristics, technologies, paradigms and methods [1]. During this
time, the concept has undergone significant changes that dramatically changed the term from
a hype topic [7] to the foundation of most of the data-driven and data-intensive projects known
today [4]. Despite that long lasting maturation and a highly active research community [8], no
distinct and universally applied definition was found that precisely describes the nature and
elements of that term [1]. Notwithstanding that, according to one of the most widely used def-
initions, Big Data “consists of extensive data sets -primarily in the characteristics of volume,
variety, velocity, and/or variability -that require a scalable architecture for efficient storage, ma-
nipulation, and analysis” [9]. Another definition which can be used is that Big Data is a field
that systematically deals, extracts information of, or finds ways to analyze data volumes that
are for example too complex, too fast-moving, too large or too weakly structured to be analyzed
using manual and conventional data processing methods [10]. Similar to the pure definition
itself, many differences about the description of the data exist. While some of the data charac-
teristics are observed as core characteristics, namely volume, variety and velocity, others are
treated unequally [11]. Volume refers to the size and number of elements to be processed, the
variety focuses on the structure of data, which can be either unstructured, semi-structured or
structured. Furthermore, the velocity describes the speed the data is incoming and processed
with [12]. Apart from the pure lack of experts and qualified staff [13], the comprehensive plan-
ning, engineering and integration of architectures represents a cumbersome task [1]. Many
practitioners and researchers noted this problem and attempted to reduce the prevailing com-
plexity through the design and developments of promising solutions, such as reference architec-
tures [14], decision support systems [4], automation approaches [15] or the application of new
technologies [6]. Especially in times at which highly decentralized or loosely coupled environ-
ments are sought more than ever, as in the case of very large business application scenarios,
the use of Big Data in combination with the latter remains desirable.

2.2 Monolithic Architectures

Monolithic architectures follow a traditional model for software in which the structure is a single
and indivisible unit [16]. A monolith has one code base with multiple modules, like the described
Big Data architecture in Section 5. Those modules can consist of one or multiple layers [17].
Figure 1 shows an example with three layers [18]:

| Front-end user interface that runs on user devices
Il Logic components that run on a server
[l Back-end database in which the application data is stored

Therefore, the modularization of such systems is limited by the resources they share (i.e, the
database) and the components cannot be executed independently [19]. The central component
and control can lead to a large code base, which makes the code difficult to understand and
modify as well as less expandable [20]. As a result, the development slows down. Another effect
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is that continuous deployment can become difficult [21], since a small change to a part of the
application requires the entire monolith to be rebuilt and deployed [21]. Big Data technologies
are often very specific, and so is the connection between them. Special adapters, interfaces or
services must be provided so that they are compatible. A "loosening” of the system and flexible
exchange is only possible to a very limited extent, if at all. Accordingly, such a system can
appear monolithic to the user, whereas the conceptual design and implementation, on closer
inspection, appear rather isolated and less flexible.

| ul | ul

| Business Logic |

& o & o
Microservice Microservice Microservice Microservice
T—_-1 @ = E= =
m ||||||||||||||||||
Monolithic Architecture Microservice Architecture

Figure 1. On the left side there is a monolithic architecture which contains all features and
services versus on the right side the microservices architecture with decomposed services that
work together to get the same functionality.

2.3 Microservices

Microservices are an opposite approach to monolithic architectures [17]. While there is no pre-
cise definition for the term microservice [22], they can be described as an approach to develop
a single application by decomposing it into a suite of small services [23]. Each of them runs in
their own process and communicates with lightweight mechanisms. These services, because
being so independent, only need a minimum of central management [24]. They are based
on business functions and can be deployed separately by continuous deployment tools. Due
to their independence, they can be written in different programming languages and can be
based on different technologies, for example for the data storage. Common characteristics for
microservices are described in the following. The first one is "Organized around Business Ca-
pabilities”. The microservice approach leads to structuring teams around business capabilities
instead of traditionally building teams based on the technology layer. Consequently, the teams
are cross-functional and encompass the full range of skills required for development and pre-
vent the “logic everywhere” siloed architectures [22]. This comes with the constraint that the
team realizing this concept can’t be based on strict hierarchical communication [25]. The sec-
ond one is "Componentization, or Modularity”. Componentization is known to be a generally
good practice in software engineering. Achieving a high degree of modularity is often consid-
ered as difficult [26]. Because systems are broken down into services that are independently
deployable, componentization is achieved with the microservice architecture by design. For
small internal changes, only the affected service has to be redeployed. The third one is "De-
centralized Data Management”. Every microservice has its own storage and its own technology
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to manage its store. This leads to a decentralized data storage which is isolated from other ser-
vices. Different services can therefore have different conceptual models, e.g. they operate
on different attributes of the same data entities. The fourth one is "Evolutionary Design”. The
evolutionary design is a typical feature of a microservice architecture, where services decom-
position is used as a driving force to enable frequent and controlled changes in the system [27].
The microservices are specialized, so minor changes on the feature request can lead to im-
plementing new services which can be easily added to the existing application. However, in
case of only small changes, those can usually be based on their predecessor. The fifth one
is "Smart endpoints and dumb pipes” [22]. The services run isolated from each other. They
are decoupled, cohesive and have their own domain logic. They use lightweight protocols for
communication, which are often used in a REST-ish manner and as basic as possible. The sixth
one is "Products not Projects”. The aim of most application developments is to deliver a piece of
software which is considered to be complete. While developing a service, the team preferably
develops its service as a standalone product. The seventh one is "Decentralized Governance”.
Because of the decentralized architecture, which relies on independently deployable compo-
nents, the centralized governance can be relaxed [28]. Every service in the system can be
build based on its own technology that is most suitable for the task. This leads to high flexibility
in the choice of tools and implementation technology. Additionally it allows us to adopt to new
technologies on a smaller scale first [23]. The properties are summarized in Table 1.

Table 1. An overview of the typical properties of microservices.

Property Description

Organized around Business Ca- | Developer teams are structured around Business Capa-

pabilities bilities instead of the technology layer.

Componentization or Modularity | The system is broken down into services that are inde-
pendently deployable.

Decentralized Data Management | Every service has its own storage and its own technology
to manage its store.

Evolutionary Design For each service the best fitting technology (e.g. pro-
gramming language, framework) can be used.

Smart Endpoints and Dumb | Components need to be able to access required data and

Pipes other components through pipelines [22].

Products not Projects The microservice is supposed to be a finished standalone
product.

Decentralized Governance Every service in the system can be build based on its

own technology that is most suitable for the task.

3 Microservices in Big Data

There are several contributions for example [27]-[29], which explore to what extent Big Data can
be used in microservice architectures. This is generally considered in the context of loT. Fur-
thermore, some approaches also use microservices to build a Big Data architecture. Zhelev and
Rozeva showed that microservices can be used to build an event-driven Big Data architecture
that relies heavily on the implementation of microservices [30]. Also Miao et al. implemented a
microservice based Big Data Analysis Platform for Online Educational Applications [31]. Both
describe how they build their architecture and they also described that the main challenge is to
keep the data integrity. Freymann et al. described how modular services such as microservices
can be used to tackle the six fundamental challenges: Volume, Velocity, Variety, Complexity,
Veracity and Value [6]. They found that the modular architecture should have the properties
described in Table 2. Like Zhelev and Miao, they outlined that data integrity is a challenge but
really important for a successful Big Data architecture. Furthermore, the use of microservices
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for the application of test-driven development to the Big Data domain is proposed in the work
of Staegemann et al. [32].

Table 2. In the table the properties of the modular architecture are described, which was used
to build a Big Data architecture [6].

Property Description

Modularity The architecture divides and structures a system into
software and hardware modules realized by microser-
vices.

Adaptability This is the ability of the architecture to modify and extend
a system [33].

Scalability Scalability supports the expansion of a solution horizon-
tally and vertically by its hardware and software compo-
nents [6].

Data Handling A proper deal handling is important to organize large
amount of data.

Distributed System Distributed Systems “enable load balancing, distribution
of computational power, data storage and efficient paral-
lel” [6].

Infrastructure Management An overall management of the system to get trans-
parency [34].

4 Success Factors of Microservices in Big Data

Based on the findings from Section 3 and the definitions and characteristics of Big Data and
microservices, certain factors can be identified that facilitate a successful implementation of
microservice favored Big Data architectures. The projects described in Section 3 have taken
data integrity as a challenge in implementing their architecture. In many Big Data architectures,
a structured and segregated system is created, to prevent unplanned modifications during the
data processing, transformation or persistence. With the modular structure, there is no such
instance. Every process can hold its own data and change it. In turn, this change can be
relevant for other processes. If these changes are not communicated further, this can lead to
serious errors and failure. Therefore, the first success factor for microservice favored Big Data
architectures is maintaining data integrity. Many projects using microservices for Big Data sys-
tems have tried to apply best practices. But since their systems often require a high degree of
flexibility and specialization, the implementation was massively facilitated by loosening them a
bit. This effect has also been described by Krylovskiy et al. for building large-scale Smart City
loT platforms [27]. A microservice architecture with Big Data is implemented successfully by
deviating from best practices for the architectures. This shows that it isn’t mandatory to always
follow strict rules and that it is also possible to deviate from them if it makes the implementation
easier. This is the second success factor. Based on the findings described in Section 3 and
the characteristics of microservices described in Section 2.3, further important factors can be
extracted. One of them is that microservices benefit greatly from their extensibility. This is also
highlighted in the work of Freymann et al. [6]. New components can be added without further
ado. This makes it possible to swap out components with relative ease. Furthermore, it is easy
to scale the system horizontally and vertically [28]. Another success factor it the technological
independence of the individual components. This also allows to use the most suitable tech-
nology for each component, instead of being forced to adhere to predefined standards. For
example, [35] describes a fraud detection system that uses different databases - one for the
user’s past activity, another for a blacklist, a third one for a white list of activities etc. Each of
these services can follow a different architecture and a different internal mechanism. Lastly, the
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individual independent components must communicate in a way among themselves that fits
the architecture they are following. When dealing with microservices, this is done via pipelines,
which follow the "smart endpoints and dumb pipes” approach. That means, the components
should not aim at forming fine-grained and complex communication structures with other com-
ponents. Instead, they should try to be "as decoupled and as cohesive as possible” [22]. Those
factors are also summarized in Table 3.

Table 3. The success factors for building a microservice favored Big Data architecture are
described in this table.

Success Factor Description

Data Integrity The data has to be consistent through every process and
every change.

Don’t be a Slave of Rules Best practices can be relaxed if it is deemed beneficial to
build a successful architecture.

Extensibility To refine or update an existing architecture, new compo-
nents are to be added easily [22].

Technological Independence For each service the best fitting technology (e.g. pro-
gramming language, framework) can be used.

Pipelines Components need to be able to access required data and
other components through pipelines [22].

5 Example Transformation

In the previous section, the success factors were explained. In the following, a Big Data archi-
tecture is transformed into a microservice favored architecture. There are many different Big
Data architectures, generic ones such as the Lambda architecture [36], the Kappa architec-
ture [37] as well as domain-specific ones as in the example of the IoT Big Data Architecture
proposed in [38]. In the following, a widely used initial architecture is used for the transforma-
tion [38]. This can be used as an example to show how one should also proceed with other
systems. Due to its already modular structure, there are few hurdles to overcome. As will be
shown in the following, this architecture benefits greatly from the transformation. The architec-
ture is presented first, followed by an explanation of the transformation. The advantages and
challenges are then discussed and the success factors presented in Section 4 are examined.

5.1 Exemplary Big Data Architecture

The fundamental building blocks of Big Data architectures are data sources, batch processing,
real time message ingestion, analytical data storage, analysis and reporting and orchestration,
as they are visualized in Figure 2.

To start with Big Data applications, one or multiple sources of data are required. The spe-
cific kind of sources may vary and may, inter alia, involve application data from databases, files
produced by the application itself (e.g. log files) or real-time data from sensors or other loT
devices. Before an analysis can be performed, the data has to be processed first. The initial
filtering, aggregation and further preparation for analysis is usually conducted via batch pro-
cessing [38]. This process of reading and writing source files to a new destination after filtering
them takes a long time, depending on the quantity of data. If the data set consists of real-time
messages, the application has to provide a way to handle them. Such real-time messages
are received in the form of a stream, from which the data can for example be saved by simply
dropping the messages into a folder or analyzed in real-time, with only the results being stored.
To support scale-out processing, reliable delivery and other queueing semantics, an ingestion
store as a buffer may be needed. Once preparations are finished, Big Data applications usually
store the data in a structured format, which in turn can be efficiently used by analysis tools. To
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further the aspect of efficiency, the components mentioned above have to be connected and
applied repeatedly on the data. Technologies that aid the automation of these workflows are
called orchestration technologies [38].

— [ >
—)

—
—

—) | :

Figure 2. The structure of a Big Data architecture. It contains the components described above
and also the dependencies between them. (As shown in [38].)

5.2 Transformation

The central control of the routines in the orchestration is closely interwoven in the presented
architecture. Therefore, slightly simplified, it can be abstracted as one element. In the first step,
this module is removed. For the repeating routines, an extra module can be written in each
case, which accesses the required components through interfaces. Thus the functionality is
maintained, but at the same time one moves away from closely intertwined constructs. Since
the described architecture already possesses a modular structure, the individual components
can be transferred into their own services. The following must be considered with the transfer:

» Dependencies: Required services are addressed via pipelines.
* Interfaces: Other services can use the results, which must be provided by interfaces.

If each service ensures these points, a coherent transformation can take place. Correspond-
ing services can address other services via pipelines and interfaces. This means, that the
dependencies can be transferred from the old model without further ado. So the previously
thought-out processing steps are retained, but at the same time the rigid structure is broken.
By its very nature, a Big Data architecture is usually dealing with very large amounts of data.
The data source is a separate service. However, it must be ensured in any case that, if a ser-
vice wants to make constant changes to a certain part of the dataset, this is also communicated
to the data service. This is necessary to ensure the consistency of the data, one of the success
factors mentioned in Section 4. Likewise, from a performance point of view, it makes a lot of
sense for certain services to keep a part of the data with them as well. At this point, the best
practice of microservices, which states that each service owns its own data, is relaxed. This
is in accordance with the second success factor ("Don’t be a slave of rules”). However, this is
not possible with the Big Data architecture, since the data cannot always be clearly assigned
to each service. It therefore makes sense for a service to cache certain data, but for the entire
dataset to be managed by an extra service. In further research it should be investigated in
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BB

Figure 3. The result of the transformation. The whole structure is significantly more modular,
but still contains all components except for the orchestration. In addition, two services have
been added as examples, each of which shows a routine that would otherwise find a place in
the orchestration.

which dimension the overhead and the performance change it. Up to this point no clear state-
ment can be made. Thanks to the use of interfaces, we can now extend our structure easily by
new components as are exemplary shown in Figure 3. By this, our architecture fulfills another
of the success factors from Section 4. Figure 3 also shows the other components the now
microservice-based architecture resulting from the transformation that has been undertaken.

5.3 Advantages and Challenges

The architecture shown combines a lot of positive aspects from both worlds. That means, the
advantages of the individual mother architectures can also be transferred here. By decompos-
ing the individual components into services, the ideal technology (e.g., specific algorithms or
programming languages) can be used for each service. This architecture is also extensible.
New services can be added without further ado. Via pipelines and appropriate interfaces they
can request the processing necessary data of the respective services. With extensibility comes
scalability. Big Data architectures support horizontal scaling [39]. Since the functionality was
split into microservices, with the dependencies and components being adopted, not only the
architecture is horizontally and vertically scalable, but also distinct parts of it can be adjusted
to the respective circumstances and needs [40]. This makes the microservice favored architec-
ture just as powerful as the reference architecture but at the same time brings the advantages
of microservice architectures: Technological Independence, Evolutionary Design and Exten-
sibility [41]. Big Data architectures are already complex from scratch. Although the transfer
to a microservice architecture removes some of the complexity, new complexity is added from
another side. This is because organizing the interfaces is complex during the initial transition.
Another problem is the overhead of maintaining data consistency.

5.4 Evaluation of the Transformation in View of the Success Factors

In the following, we will compare the success factors presented in Section 4 with the architecture
presented. During the transformation, effort is taken to set pipelines in such a way that, if a
service wants to make consistent changes to the data, it must communicate this to the service
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managing the data, data sources, and this assumes the change. Likewise, a service compares
its data with the data of the data service. This fulfills the point of data consistency and thus the
first success factor. The communication between the individual services is very much based
on pipelines, which are only available for data transfer. The data is in turn made available
by well thought-out interfaces. This principle of smart endpoints and dumb pipes is fulfilled
and thus also the second success factor, Pipelines. As already shown, new services can
be added without further ado, so the third success factor - Extensibility - is also fulfilled. By
decoupling them into individual services, they can be implemented in technologies that are
best suited to them. That in turn is the next success factor, Technology Independence. During
the transformation it was shown that the best practices were relaxed to ensure the most efficient
and functional transfer possible. Therefore, the last success factor Don’t be a slave of rules has
also been fulfilled.

6 Conclusion

This paper showed which factors should be fulfilled in order to successfully build a microservice
favored Big Data achitecture. Furthermore, an exemplary Big Data architecture was trans-
formed step by step into a microservice based architecture on the conceptual level and ex-
amined with regard to the success factors. Thus, it was shown that this approach offers great
potential in theory. In future research, the practical implementation should be examined in more
detail. From a theoretical point of view, questions of data management and synchronization are
still interesting. This would also be a question to be investigated in future research. In general,
microservices offer a great perspective in Big Data and should be focused on more in the future.
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Abstract. The Internet of Things (IoT) enables continuous monitoring of phenomena based on
sensing devices as well as analytics opportunities in smart environments. Complex Event Pro-
cessing (CEP) comprises a set of techniques for making sense of the behavior of a monitored
system by deriving higher level knowledge from lower level system events. Business Process
Management (BPM) attempts to model processes and ensures that executed processes con-
form with a predefined sequence. In loT scenarios frequently a large number of events has to
be analyzed in real-time to allow an instant response. While BPM reaches its limits in such situ-
ations, CEP is able to analyze and process high volume streams of data in real-time. The eval-
uation and execution of rules and models of both paradigms are currently based on separate
formalisms and are frequently implemented in heterogeneous systems. The presented paper
integrates both domains by proposing an execution approach for multi-perspective declarative
process process models completely based on CEP. The efficiency of the combined paradigms
is validated in an implemented demonstration with simulated and real-life sensor data.

Keywords: Process Execution, Complex Event Processing, MP-Declare, Event-driven sys-
tems

The world is increasingly linked through a large number of connected devices, typically em-
bedded in electrical/electronical components and equipped with sensors and actuators, that en-
able sensing, (re-)acting, collecting and exchanging data via various communication networks
including the Internet of Things (IoT). As such, it enables continuous monitoring of phenomena
based on sensing devices (wearable devices, beacons, smartphones, machine sensors, etc.)
as well as analytics opportunities in smart environments (smart homes, connected cars, smart
logistics, Industry 4.0, etc.) [1]. Event processing focuses on capturing and processing events
in real-time, for detecting changes or trends indicating opportunities or problems. Complex
Event Processing (CEP) comprises a set of techniques for making sense of the behavior of a
monitored system by deriving higher level knowledge from lower level system events. CEP and
Business Process Management (BPM) have traditionally been considered very separate from
each other [2], [3]. BPM attempts to model processes and ensures that executed processes
conform with a predefined sequence. In addition, BPM offers methods to analyze business
processes and to search for potential improvements [4]. In complex situations a large number
of events has to be analyzed in real-time to allow an instant response. While BPM reaches its
limits in such situations, CEP is able to analyze and process high volume streams of data in real-
time. To implement novel scenarios in the area of the 10T, e.g., Industry 4.0 and Smart Home
scenarios, a combination of these two domains is becoming an active field of research under
the term event-driven BPM [5]. Both domains provide their own advantages, which can comple-
ment each other [2]. Consider, e.g. an Industry 4.0 environment that produces a large amount
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of raw data. Using CEP, this data can be processed efficiently. In the context of predictive
maintenance the failure of a machine can be predicted long time in advance. The combination
of CEP and BPM would not only allow to detect such a pattern using CEP but also to define
how human operators have to react to such a failure prediction based on activities defined in
the underlying process model.

The evaluation and execution of rules and models of both paradigms, however, are currently
based on separate formalisms and are frequently implemented in heterogeneous systems. First
attempts to combine both paradigms have already been done and are mentioned in related
work. An integrated execution approach combining both worlds in one engine is still missing.
We fill this research gap and integrate both domains by proposing an execution approach for
business process models completely based on CEP. For this purpose, the multi-perspective
extension of the declarative process modeling language Declare [6], MP-Declare [7] is used
for mapping predefined constraints to CEP-queries, which are then executed by a CEP-engine.
We implementeoﬂour approach based on the Espelﬂ CEP-engine and the corresponding Esper
Query Language (EQL). Additionally, screencasts and videos demonstrate the real-life applica-
tion of the approach using sensor data provided via MOTTEL

The remainder of this paper is structured as follows: Section[f]describes fundamentals and
related work. In Section [2.1|we introduce our approach to execute MP-Declare constraints us-
ing CEP queries. Section [2.2]describes the implementation of the integrated exeuction engine.
The approach is validated with simulated and real data in Section [3| and Section |4| concludes
the paper.

1 Background and Related Work

Next, we describe event-driven systems, basics of multi-perspective declarative process mod-
elling and give an overview of related approaches.

1.1 Event-Driven Systems

Processes in our everyday life and business related procedures are influenced and triggered
by various events. The processing, interpretation and reaction to such events is therefore an
important part of how companies work. The three basic steps of event-driven systems are: (i)
Sense: The starting point is the recognition of relevant information or facts by sources like sen-
sors. This information is interpreted as events and reflects a relevant part of the state of reality.
For event-driven systems the events must be recognized immediately at the time of their occur-
rence to guarantee real-time processing. Otherwise, the value of the information decreases. (ii)
Process: In this step, the analysis of the detected events is performed. Events are aggregated,
correlated, abstracted, classified, or if necessary discarded. Here, we seek for patterns in and
between the event streams, which express certain relationships and dependencies between
the events. (iii) Respond: If a pattern is recognized, the system can react with a corresponding
action, e.g., warnings or the triggering of a business activity. The generation of new events is
also a possible reaction, as for instance the generation of complex events on a higher level of
abstraction.

As soon as data from event sources like sensors, network data, or news tickers arrive,
they are processed by a CEP engine using predefined rules to detect patterns and derive
complex events. This process can be repeated on several levels of abstraction. Subsequently,
predefined actions are triggered or the obtained information is transferred to other systems,
e.g., databases, message channels, or information systems. This way, processes are not only
monitored but additionally automatic actions can be triggered [5].

'Available at https://github.com/NiklasRuhkamp/MP-Declare-To-CEP
2EsperTech - Esper Documentation: https: //www.espertech. com/esper/&sc=SUR
Shttps://vimeo.com/512049878
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1.2 Multi-Perspective Declarative Process Modelling

Declarative process modelling approaches like Declare [6] have proven to be suitable means
to capture activities and agent interactions within flexible environments additionally involving
real world objects [1]. A central shortcoming of the process modeling language Declare is the
fact that constraints only apply to activities while other perspectives such as time and data
perspectives are ignored. In real world scenarios like loT applications these are important
factors that must be considered to model realistic processes. To include these perspectives,
Declare has been extended by a multi-perspective version called MP-Declare [7].

Semantics of Declare are extended by further conditions, which refer to the payload of
events and must be fulfilled to satisfy a constraint namely the activation condition, the correla-
tion condition and the target condition. These additional conditions will be demonstrated using
the example of template Response (A, B) in the context of the loT. With standard Declare, the
constraint would be formulated as Response (machine failure, order maintenance). Machine
failure is the activation, while order maintenance is the farget. This constraint defines that if a
machine is down, the maintenance department must be informed at some point in the future to
initiate the maintenance. With MP-Declare semantics additional conditions can now be added.
The activation condition ¢,, in this case, is the fact that the machine is a production-critical
one, whose failure would cause a standstill of production within minutes. If this condition does
not occur while machine failure does, the constraint is not activated. This is formally written
as AAp,(x) which means that when action A occurs, the condition ¢, must be true for x. The
correlation condition ¢ is already part of the target and addresses the payload of both, event A
and event B. Therefore, ¢. must be valid when the farget arrives. It is formulated as BAg, (X,y).
In this context, an example would be that if a machine from certain vendor is down, the main-
tenance department of the same vendor must be informed and not the one of another vendor.
Additionally, there is the target condition ©; which only refers to the payload of event B and is
written as ¢;(y). Depending on the use case a time period can also be defined in which the
rule must be fulfilled [8]. The complete constraint would therefore be described as: if a ma-
chine essential for ongoing production is down, maintenance has to be initiated by the same
vendor, which also has to be available for maintenance within the defined time frame. This pro-
cess would ensure that the machine is repaired by the corresponding maintenance right after a
problem is detected with minimal consequences for the production process.

1.3 Related Work

The use of a CEP engine to execute multi-perspective declarative process models is yet not
well studied. The paper by Soffer et al. [2] is one of the most important sources for the combi-
nation of CEP and BPM in general, and specifically for concepts of integrating BPM and CEP.
The paper provides a state-of-the-art review of current research of the symbiosis of CEP and
BPM and describes challenges and opportunities. Janiesch et al. [9] are dealing with the com-
bination of loT and BPM in a research and practitioner’s point of view. A general framework for
event-driven BPM is presented in [10]. Li et al. [11] provide a translation of the block-structured
part of Business Process Execution Language (BPEL) into events in order to be able to execute
them using CEP. Although BPEL is not a modeling language, but rather an execution language,
there is a mapping between BPMN and BPEL [12]. Cicekli and Cicekli [13] use an imperative
process modeling language called control-flow-graph, which works with basic control flow pat-
terns. To execute them and increase their expressiveness, they provide corresponding event
rules. Another attempt to realize event-driven systems is done by RuleML [14] using rule detec-
tion to trigger processes. Hens et al. [15] use imperative languages such as BPMN and YAWL
and divide them into small chunks. The start and completion of these are then processed by a
CEP-engine. However, this cannot be seen as a complete execution on the CEP-engine since
the individual chunks are still handled by the process engine. In the work of Daum et al. [16],
they investigate the integration of BPM and CEP. However, they investigate how process mod-
els can be supported or extended through CEP, but not the execution of these models on a
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CEP engine. Another approach of integrating external events into business models is done by
Mandal et al. [17] combining a process engine and a event engine in a heterogeneous system.
There exist also first approaches for the execution of declarative rules using CEP. Jergler et
al. [18] propose a version of the Guard-Stage-Milestone model (GSM) based on CEP to specify
life cycle processes of business artifacts. This model contains Event-Condition-Action rules
(ECA-rules), which can be executed by a CEP engine. Soffer [19] also suggests an ECA-based
execution of declarative models. Approaches to detect declarative process models from event-
logs were devised, such as in [20]. According to [21], some works use process stream mining
to do so. In [22], Schénig et al. introduce that SQL can be used to derive multi-perspective
declarative models from logs. In fact, these approaches are using static event logs and do not
process the data as a stream. Therefore, the latency between occurrence of a constraint and
its detection is not acceptable for time critical cases. Another problem could be the storage
requirements, if processing the data in real-time is not possible. Burattin et al. [23] propose a
framework for the discovery of declarative process models. They combine algorithms for stream
mining and algorithms for the online discovery of Declare models to get a real-time representa-
tion of the process. Another attempt in this direction is proposed by [24] using Hoeffding trees.
A similar approach is presented in [25] by examining event streams to process models using
prefix-alignments.

In the context of Big Data traditional approaches may reach their limits due to the high data
volume. Therefore, a mapping to CEP, which is geared towards Big Data, could perform more
efficiently. Wu et al. [26] are using SASE [27] over streams of RFID-events in order to detect
matching patterns and to feed an external monitoring application. Another work dealing with
monitoring in combination with CEP is introduced by [28]. In this approach CEP is used in
combination with Business Activity Monitoring (BAM) to monitor cloud BPM.

None of these approaches deals with the execution of multi-perspective declarative models
itself. A first attempt was made in [29]. In this work, MP-Declare constraints are transformed into
the modelling language Alloy and executed afterwards. In summary, the execution of complete
multi-perspective declarative process models via CEP is still unexplored. The motivation of the
work at hand is to study and implement a solution which integrates MP-Declare process models
entirely into CEP and thereby bridging the gap between these two paradigms.

2 Execution of MP-Declare Models using CEP

This chapter explains how multi-perspective declarative MP-Declare models can be executed
on top of a CEP-engine. Therefore, we introduce the concept of how MP-Declare models can
be mapped to CEP queries.

2.1 Concept

MP-Declare constraints essentially consist of two components. The activation of the constraint
is on the left-hand-side of the constraint. As soon as it occurs, the constraint is activated. In
addition to this, the activation condition must also be fulfilled. On the right-hand-side is the
target including the correlation condition and the target condition, which must also occur to
fulfill the constraint. A time period within the target must occur can be specified additionally.
Therefore, a concept is needed for applying CEP rules to examine a stream of data for the
fulfillment or violation of MP-Declare constraints and thus to execute entire MP-Declare process
models by means of a CEP-engine.

CEP is able to recognize patterns in an event stream and react to them. Furthermore,
incoming low-level event streams can be filtered by CEP and, if necessary, depending on the
application, a new stream of events can be generated including the relevant data. This feature
is now used to apply MP-Declare constraints to incoming event streams. The basic idea here
is to detect the left-hand-side of the constraint - the activation - using CEP. As soon as event of
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Figure 1. Recognition of Activation and Target in Event Streams of different Levels of Abstrac-
tion

a new process instance occur in the event stream and an activation of a constraint has been
detected, the right-hand-side of the constraint - the target - must arrive. Thus, CEP must be
able to store all events of process instances where the activation of a constraint occurred, and
then to process the event stream to see if the target occurs as well. In this case, this instance
fulfills the constraint. If the farget is not found in the event stream, this process instance violates
the rule or can not fulfill the rule so far.

This procedure is illustrated in Figure [Tl On the lowest level of abstraction the incoming
event streams can be seen. These are completely unordered, unfiltered and from different data
sources. The CEP-engine accesses this stream and examines it for incoming activations. The
engine has to store all activated constraints until they are fulfilled or violated. To implement
this concept, streams of different abstraction levels are used as shown in Figure[i] Activations
are stored on an intermediate level of abstraction. On this level also targets and violations
are represented. Once an activation occurs, the CEP-engine searches for the corresponding
patterns in the event stream to find the farget. As soon as it arrives, the target is also added
to the higher-level stream. The intermediate level stream represents all available activations
and targets. Finally, at the highest abstraction level stream, the CEP-engine checks whether
the constraints have been fulfilled or violated. For this purpose, it examines all activations and
checks if the intermediate stream contains the matching targets or a violation. Additionally, the
CEP engine examines the payload of the events to determine whether required conditions are
met. As soon as a constraint can be detected as fulfilled or violated, it is added to the highest-
level stream. As shown as the dark grey event in Figure [T} both the activation and the target
are in the intermediate stream and hence the constraint is fuffilled. As shown as the green
event, only the activation occurs without the matching target. The constraint is not yet fulfilled
but might be in the future. This enables CEP to examine the event stream for CEP constraints
and thus execute the entire MP-Declare models in form of a set of constraints using the CEP
engine.

Besides the time perspective (whether the target has to occur before or after the activation),
the constraints can be divided into three categories. The first group is constraints that can only
be fulfilled or are not yet fulfilled but not directly violated. These consist of an activation and a
target. The time period in which the target has to appear is potentially infinite.

The second group of constraints are those which can be fulfilled or can be violated directly.
The target B of alternate response, for example, must occur without other instances of event B
in between. Therefore, the constraint is violated, as soon as another B occurs between A and
B.

99



Ruhkamp & Schénig | Bus. Inf. Sys. 1 (2021) "BIS 2021"

The negating constraints, which are marked by the prefix “not” belong to the third category.
These are violated as soon as the activation of a constraint is followed by the corresponding
target, which according to the constraint must not occur. As soon as both sides of a “not”
constraint occur, this rule is violated.

For constraints of the first category, however, the constraint is fulfilled if both sides occur and
are not yet fulfilled when the activation occurs but not (yet) the target. In brief, the engine waits
for the fulfillment of activated constraints. The procedure for the second category is different.
The CEP engine does not have to wait to see whether the constraint is fulfilled at some point in
the future. The engine does not only search for the fulfillment but also for violations of activated
constraints by looking for occurring of the opposite of the constraints.

To highlight this behavior, Figure (1] illustrates the detection of a constraint of the second
category, using the example of Chain Response defined as: if A occurs, B must occur next,
which in turn means no other events must occur in between. In the event stream the matching
target occurs after activation, but not immediately after its activation. The next event after the
activation is the event marked in red. As a result the CEP-engine can mark the rule as violated.
Using multiple streams at different levels of abstraction, MP-Declare models can entirely be
mapped to CEP rules and executed using CEP-engine.

2.2 Implementation

For the execution of MP-Declare models by means of CEP, the CEP-Engine Esper is used in
this work. The CEP-engine works like an inverted database. In a conventional database, the
data sets are fixed, and the data is accessed dynamically using a query language. However,
with a CEP-engine the query rules are known from the beginning, and the data is then loaded
in the form of an event stream and checked for the rules in real time. Incoming event streams
can be read via input adapters and connectors. These streams are characterized by very high
volume, fast emergence of new data and occurrence in real-time. Esper also provides access
to historical data in memory to provide querying possibility on historical events. The engine
manages the registered statements, examines the streams for these statements and stores the
results in the form of Plain Old Java Objects (POJO). These are then available for downstream
systems via the output adapter.

2.2.1 Transforming MP-Declare to EQL

Esper provides its own SQL-like Event Processing Language (EPL) ccalled Event Query Lan-
guage (EQL). Here, queries essentially consist of SELECT-, FROM- and WHERE-constructs.
EQL-queries are used to examine the event-stream for incoming activations, targets and viola-
tions. The EQL-query to detect, for instance, the target of a Response constraint in the context
of machine failures and the order of a maintenance looks as follows:

SELECT a.id, b.company FROM PATTERN[

every a = MachineFailureEvent (productionCritical = true)
-> b= OrderMaintenanceEvent (available = true)]

WHERE a.manufacturer = b.company

The PATTERN defines that all cases, in which a production critical machine fails, followed by
a maintenance order for which the company must be available at that time, are to be considered.
The term “every” defines that the query should not be made only once, but all instances which
fulfill this pattern should be returned. The WHERE clause checks the correlation condition.
In case of backward-looking constraints like Precedence the EQL-query looks similar to the
query of Response. The difference is that the target is on the left-hand-side and the activation
is on the right-hand-side. Therefore, the engine is storing all potential targets of a backward-
looking constraint as long as the corresponding activation follows and the constraint can finally
be detected as fulfilled. As depicted in Figure [f|the engine has to search for violations in some
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Figure 2. Example of events in the middleLayer-stream to fulfill Response

cases, too.
2.2.2 Constraint Builder

The most important component is the ConstraintBuilder. In order to execute MP-Declare rules
using CEP, these must be translated into EQL-queries for the engine to be able to process them.
The ConstraintsBuilder is composed of a for-loop, which iterates over all added constraints
in the constraintAndConditionList, handed over by the ConstraintScreen. After all required
contents are assigned, an if-else-statement is used to search for the suitable constraint type
since each constraint type has different requirements.

2.2.3 middleLayer-Stream

As mentioned before (cf. Section [2.1) and shown in Figure [1] an additional stream is used,
called “middleLayer” and is necessary to handle activations, targets and violations on a higher
level of abstraction. This stream has four properties: The first one (integer “id”) is used to store
the identifier of each event in the middleLayer-stream. This enables the engine to handle the
different instances of processes. If the process does not have multiple instances, the identifier
remains at its default value null. The second property (string “constraint”) is storing the type
of the constraint. As soon as the user defines a specific name for a constraint, this name will
be used instead. This allows handling several constraints of the same type. For example: if
two different constraints of the type Response were defined, it might happen, that a target of
the second constraint is assigned to the activation of the first one. In this case the first Re-
sponse would mistakenly be fulfilled. To prevent this from happening, unique names need to
be set. To recognize whether an event of the middleLayer-stream is an activation, a target or a
violation, the third property (string “actOrTar”) is used. The last property (string “correlationAc-
tivation” solves a similar problem as the second one and is only used if the constraint includes
a correlation condition. It ensures that, for example, the activating MachineFailureEvent of a
“KUKA”-machine, can only be followed by an OrderMaintenanceEvent for which the company
is also “KUKA” to solve the Response constraint. An illustration of the middleLayer-Stream is
shown in Figure [2]

2.2.4 Assignment of Process Instances

It is sometimes important to process events context-dependent. For example, if a machine fails
and needs to be repaired, it is important to check the event stream of the maintenance orders
for an order that was placed for that particular machine and not for another one, to ensure the
maintenance of the correct machine. By using the CREATE CONTEXT clause, Esper divides
events into context partitions.
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3 Evaluation

We extensively evaluated our approach in terms of functionality and performance. In order
to validate the presented approach events were first sent to the CEP-engine from the Java-
environment in a predefined sequence. The simulation of the sample events is implemented
on a new thread. During the validation, 84 different iterations were made. Each constraint
was tested in seven different variations. The tool was able to detect all activations, violations
and fulfillments of each constraint prooving the funtionality and correctness. In addition, the
latency between the occurrence of an event and the assignment of a violation or fulfillment was
measured, to check the performance in terms of efficiency of the tool. The gap between the
occurrence of an event and the detection of the constraint, is used as a measure of latency.
According to the result of this measurement, the latency was only 1 msec. If the event does not
only affect one but several different activations, the latency increases. The maximum latency
in this measurement was 4 msec. On average, the latency was 1.91 msec. A longer period of
time is to be expected for constraints like Precedence, where the violation can not be detected
directly, which is therefore not included in the latency validation. The engine is waiting for 1
second, if the activation is followed by the detection of a target within this time. If not, the
constraint is violated. Therefore, the highest possible latency for detection is 1 second. The
results of the validation show that our tool is efficient at the detection of MP-Declare constraints
while achieving a 100 percent success rate. Additionally, we evaluated our approach with a
real-life approach. Here, an loT setup was simulated as illustrated in Figure [3| An ultrasonic
distance sensor and a push-button matrix are connected to a Raspberry Pi 4B. The sensor data
was sent via MQTT (Message Queuing Telemetry Transport) to the tool, running on another
machine. MQTT is a lightweight, publish/subscribe messaging transport protocol, often used
in the context of I0T. The sensors are connected to the GPIO-board of the Raspberry Pi. The
Raspberry Pi is also used as an MQTT message broker, using Eclipse Mosquitto. The data of
the sensors are read with Python and published to the MQTT broker, using Paho. A screencast
and video demonstrating the application and functionality are available onIineﬂ It has proven
that constraints involving real-life sensor data can be sent to the engine via MQTT and are
processed correctly by the engine.

4 Conclusion and Future Work

Our approach presents an efficient, scalable and reliable approach to examine a stream for
MP-Declare constraints in real-time, using complex event processing. The CEP-engine Es-
per has been implemented and adapted such that it is able to detect activations, fulfillments
and violations. For this purpose, besides the low-level event streams, different streams of a
higher level of abstraction are used to store activations and to listen for following fargets or
violations. This way, MP-Declare constraints are executable even for unstructured high-volume
streams of events. The graphical user interface offers an intuitive and easy way to formulate
MP-Declare constraints. The user has full flexibility in adding new constraints. A screencast

*https://vimeo.com/512049878
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available onIineE] demonstrates the functionality of the tool. After the process has been started,
the engine is giving real-time feedback to the user. This work provides an implementation of the
discussed approach, to successfully and quickly execute MP-Declare process models. The tool
can also easily be extended by predefined actions, which should apply as soon as a constraint
is violated. Therefore, the system can easily be implemented to automatically detect whether
predefined restrictions have been violated and to initiate necessary reactions. The validation
has proven that this approach is highly reliable while achieving low latency. As future work,
another validation in a more realistic environment is recommended. Since CEP is designed for
Big Data and implemented to process huge amounts of data in real-time, it is expected that
such integration is going to be successful. The integration into the context of loT-environments
like Industry 4.0 should demonstrate, that even multiple large streams can successfully be in-
tegrated and examined.
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Abstract. Self-sovereign identity (SSI) is a new paradigm, which puts users back in control of
their own digital identity. This does not only strengthen the position of the users but implies
new interaction schemes that may improve interoperability and usability. Smart services sys-
tems enable the integration of resources and activities and use smart products as boundary
objects. As such systems typically involve digital interactions between multiple actors, it can be
assumed that utilising SSI has a positive impact on them. To investigate how these potential
improvements manifest themselves, we investigate electric vehicle charging as example of a
smart service system. At the core of our conceptual analysis is the service process, which
we extract from a reference model. Based on a SWOT analysis, we identify areas for trans-
formation and derive an SSl-enabled interaction model for an electric vehicle charging service.
The evaluation of the new process shows that SSI can reduce complexity of integration with
partners and can provide a better customer experience through simplified registration and au-
thentication. Moreover, SSI might even lead to the disintermediation of actors in the service
system. Although SSl is still emerging, our findings underline its relevance as a mechanism to
establish trust in smart service systems through the seamless and standardised integration of
digital identities for humans, organisations, and things.

Keywords: Self-Sovereign Identity, E-Mobility, Service Design, Smart Service Systems, Ser-
vice Process

1 Introduction

1.1 Motivation

Digital services require trust between the involved parties. Therefore, participants in transac-
tions need to prove their identity in some way. As the internet has no built-in identity protocol [1],
various approaches have been developed in the past. In the isolated model, online services are
at the centre of the identity ecosystem, as each one requires users to register a user account
with them, which then can be used together with a password to log in [2]. This leads to many
user accounts (“logins”), which are spread among various service providers. In the federated
model, dedicated identity providers are utilised, where the user registers once. Afterwards, their
identity can be verified at online services that support the respective identity provider [ 2]. Pop-
ular examples include so-called social logins, such as the ones offered by Google, Facebook,
and Microsoft. Their major drawback is the dependency of both the user and the service on
identity providers [3] as well as the potential tracking of the usage behaviour [4] to create de-
tailed user profiles. These might become part of data-driven business models such as targeted
advertising [5]. Additionally, they are attractive targets for identity theft [4].
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Self-sovereign identity (SSI) is the most recent approach and enables users to manage
their digital identities on their own [2], [6]. In addition to strengthening users, SSI could also
provide benefits from an interoperability and process perspective [4]. The SSI approach has
mainly been discussed within the field of security, privacy, and distributed system but barely
within information systems research. At present, there are only few academic papers on the
application of SSI in business scenarios. They include the application of SSI in “know-your-
customer” processes in banking [7], access to public health services [8], remote management
of industrial equipment [3], payback programmes in retail [9], student exchange [10], e-petitions
[11], assigning medical information to persons without regular identity, e.g. to fight Covid-19
[12]. Most of these scenarios represent typical business process or digital services.

In this paper, we aim to identify potential impacts of SSIin smart service systems, which can
be defined as "service systems in which smart products are boundary-objects that integrate re-
sources and activities of the involved actors for mutual benefit” [13, p. 12]. Examples for smart
services include car sharing, pay-per-use models for industrial equipment, and remote diagnos-
tics for household appliances [13], [14]. Digital identities are relevant to smart service systems
as they need mechanisms for establishing trust between the involved actors. Typically, this
requires the development of proprietary apps, individual customer registration processes, and
legally compliant management of personally identifiable data (PIl). Moreover, these measures
need to be reconciled between all actors in the service ecosystem, which causes interoperabil-
ity challenges. At the same time, users are confronted with complicated tasks like registration,
managing passwords, setting up multi-factor authentication that impede the adoption of such
services [15]. SSI promises lower usage barriers through simplified verification of identities and
thus fewer steps for registration and authentication. Both privacy as well as ease of use have
been found to have a positive impact on customer experience of smart services [14].

For our study, we have chosen the smart service system of contractual electric vehicle (EV)
charging with roaming capabilities. In this domain, there are multiple actors involved in both
the operation of charging points and the billing of the charging. Roaming providers act as
intermediaries to simplify access to charging points in different regions. Existing research on
electric mobility highlights the problem of interoperability and complexity [16], e.g., through a
model-based framework [17]. Therefore, we have posed following research questions:

« RQ1: How can SSI improve the design of an EV charging service (EVCS) system with
roaming capabilities?
+ RQ2: What are implications of these changes for actors involved in the service system?

Our expected result are (1) a set of areas in which smart service systems can benefit from
SSI, and (2) implications for involved actors, if SSI is used in such systems. With that, we aim
to create an initial understanding of the potential that SSI might provide for the design of smart
service systems. Furthermore, we strive to uncover future research opportunities in this field.

1.2 Methodology

Our research objective is to understand the implications of applying SSI to smart service sys-
tems. As SSI has not been widely used yet, we intended to explore the potential impacts of
SSI on the specific use case of roaming in EVCS using a conceptual analysis of a reference
process. For that, we have chosen the following research approach:

1. ldentify characteristics of SSI from literature that are relevant for service system design,

2. Extract reference model of service system from roaming standards as a basis for a quali-
tative comparison,

3. Perform a SWQOT analysis to identify potential areas of improvement of the service system

through the exploitation of potential benefits created by SSI,

Derive an improved model of SSl-enabled EV charging with roaming capabilities,

Discuss the implications for the involved actors resulting from these changes.

o~
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2 Conceptual Foundation

2.1 Application of Self-Sovereign Identities in Business Scenarios

The paradigm of SSI puts the user at the centre of the identity ecosystem and back in control
of his or her identity data. Identities for various subjects can be registered, resolved, updated
or revoked without a central authority [4]. ldentities are rooted in immutable data registries,
which are also not necessarily controlled by a central authority like a government or a private
company [4], [6]. Such registries are typically implemented using distributed ledger technolo-
gies (DLT) [18]. Using a software client called “wallet”, the user can collect cryptographically
secured claims (credentials) about various attributes of his or her identity, which are provided by
trustworthy institutions (issuers). The user (holder) can then present a subset of these attributes
to service providers (verifiers) upon request [4], [6] in a peer-to-peer (P2P) communication, i.e.,
without an intermediary. As the credential is cryptographically verifiable, the issuer does not
need to be contacted, which prevents tracking and correlation of user activities. Finally, dig-
ital identities are not only applicable to persons, but also to organisations and objects, e.g.,
technical products [3].

There is an ongoing effort to increase the interoperability of SSI-based solutions through
standards. Most notably are the W3C standards "Decentralized Identifiers” (DID) [19] and "Ver-
ifiable Credential” (VC) [20]. A DID is an identifier according to the Uniform Resource Identifier
specification, which uniquely identifies a DID subject. A DID refers to a DID document that
defines service endpoints, which can be used to interact with the DID subject. It is common
practice to create a new DID for each new business relationship, which prevents correlation of
user data and thus ensures a high level of data protection [11]. VCs allow for complex inter-
actions between participating entities, which are identified by their DIDs. The authenticity of a
VC’s contents is verifiable by cryptographic methods. Furthermore, the integrity of a VC can be
proven by persisting a hash in an immutable data registry serving as a fingerprint.

In the existing literature on SSI in business scenarios, the following benefits are mentioned:

User data does not need to be stored at the service provider [7]

Identity issuer is not involved in identity access, verification, and resolution [7], [8], [10]
Identity data integrity and availability is ensured [7]

Privacy of users is ensured [7]-[12]

» Users can trade their data for rewards [9]

+ Users can link different identity attributes from various issuers on their own [10]

* Anonymous participation in transactions [11], [12]

Besides these, also critical issues were raised that limit the adoption of SSI:

» Lack of effective key management [7]

* Insufficient knowledge on alignment of technical, institutional, and societal aspects [12]
» Frameworks are not production-ready and prone to feature changes [3]

» SSlis in early stage and lacks of widespread adoption [3]

* Incomplete standardisation hampers interoperability [3]

2.2 Electric Vehicle Charging Services

EVCS are embedded in a larger ecosystem of smart energy and mobility services. The diverse
actors within this ecosystem are characterised by different goals and business models. These
actors and their relationships are described by the E-Mobility Systems Architecture (EMSA)
[17] as well as the industry standard Open Charge Point Interface (OCPI) [21]. We used these
as a theoretical foundation to derive an exemplary model of an EVCS with roaming capabilities.
Roaming can be understood as a special feature of such services allowing a customer to charge
at a multitude of charging stations of operators they have no direct contractual relationship with
[22]. Services without explicit contractual relationships such as ad-hoc charging were out of
scope of our research.
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Figure 1. Interactions during registration and authentication of customers in an EVCS

2.2.1 Common Roles in Roaming Scenarios

There are four main roles in EVCS systems as described in EMSA [17] and OCPI 2.2 [21]. The
descriptions given below are based on the assumption of a hub-based service topology for the
exchange of contractual data [21], to provide an EVCS with roaming capabilities.

The Charging Point Operator (CPO) manages and operates charging points. CPOs en-
able potential customers to recharge their EVs. However, CPOs are geographically limited in
acquiring new customers and compete locally with other CPOs. As a result, CPOs depend
on MSPs as brokers to market their charging services and reach customers outside their main
region of activity, in order to gain a competitive advantage.

The Mobility Service Provider (MSP) provides customers with services to enhance per-
sonal mobility, including access to charging points of several CPOs under a common contract.
This simplifies billing for customers since the MSP handles the payment processing with in-
volved partners. Furthermore, by aggregating demand, MSPs may offer lower prices to cus-
tomers. The role of MSP may also be assumed by a CPO that is active in multiple regions.

The Roaming Provider acts as intermediary between MSPs and CPOs and manages a
business technology platform for the uniform exchange of charging authorisations. Roaming
providers form regional ecosystems for technological cooperation and creation of common stan-
dards.

The Customer initiates the charging session, confirms its completion, and pays for the
process. Furthermore, a customer enters contractual relationships with an MSP to take ad-
vantage of mobility options or alternative billing models. Specifically in roaming scenarios, a
customer only indirectly pays for the charging provided by the CPO via the MSP. In the domain
of electric mobility, the customers experience regarding the relationship to service providers
was described as negative, especially mentioning a lack of integration [14].

2.2.2 Interactions during Roaming Scenario

Using the specifications from OCPI 2.2 [21], we examined the following three processes to
describe a roaming scenario in an EVCS system:

1. Registration of CPO and MSP to the roaming platform
2. Registration of customer to an MSP
3. Authentication of customer at a charging point

For clarity, we modelled the interactions within these processes in figure 1 without the initial
registration of CPO and MSP to the roaming platform.
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During registration, the customer provides the selected MSP with Pll data that is relevant to
invoicing. Once the customer has decided on a tariff, the contract information is transmitted to
the roaming platform. It generates an identifier, which allows the mapping of the customer to
possible CPOs according to the selected tariff. Finally, the customer is provided with the iden-
tifier, which can be presented at the charging points as stipulated in the service agreements.
The contract identifier is further passed on by the corresponding CPO to the roaming platform,
which locates the associated MSP. The MSP is then contacted by the CPO regarding the valid-
ity of the contract corresponding to the presented identifier. If the authentication is successful,
a confirmation message is sent that leads to the release of the charging point.

3 Results

3.1 Identification of Options for Applying SSI in EV Charging Services

To explore the expected impacts of SSI on EVCS systems, we conduct a SWOT analysis. The
internal perspective is based on the analysis of the presented exemplary EVCS system. The
external perspective is represented by the opportunities and threats associated with SSI as
described in section 2.1. Figure 2 shows an overview of the analysis inputs.

First, roaming strengths as identified by analysis of the industry standard documents should
be highlighted. Charging services with clearly defined and uniform interfaces for customer
interactions have a high degree of maturity. If the service processes can be handled via an
application issued by the MSP, a streamlined activity of registration can be assumed, as no
physical documents have to be exchanged to establish the contract. At the service providers,
the lack of a requirement to manage physical contract documents reduces to redundancies in
master data. While agreeing on a common roaming platform simplifies the processes between
MSPs and CPOs to a certain extent and responsibility can be handed over, weaknesses still
arise from this intermediation scenario.

The quasi-standardisation by roaming platforms leads to an accumulation of market power.
MSPs and CPOs are dependent on the roaming providers to effectively manage their services,
as they can only easily enter into business relationships with partners who are on the same
platform. Being active on several platforms is either not possible due to regional monopolies or
is economically unreasonable. In a competitive scenario, this leads to a limitation of the number
of charge points that can be used by a customer under a single contract and thus negatively
impacts the added value provided by roaming roaming capabilities.

The opportunities for potential applications of SSI approaches can be taken directly and
indirectly from the so-called ten principles of SSI defined by Allen [23]. The most important op-
portunity is also the eponymous property of the SSI paradigm: Users should gain sovereignty
over the data they own and thus enable them to decide which data is shared with whom. In
conjunction with zero-knowledge proofs, it is also possible to prove the correctness of data
without disclosing its contents [7]. The use of zero-knowledge proofs could therefore contribute
to a lower utilisation of networks and databases. This could also reduce risks associated with
data theft and improve data security in general. The use of DLT to implement SSI solutions
could also increase transaction security, as it records business activities immutably in a decen-
tralised ledger. This immutability provides the basis for the verifiability of the integrity of data
used for business purposes and thus enables the issuance of verifiable documents without in-
volving third parties. Initial efforts to standardise data formats and processes related to the
aforementioned opportunities potentially enable the production of a uniform protocol for identity
data exchange that is independent of specialised providers.

Despite the many opportunities for customers and service providers, the SSI concept is still
in its infancy. While key components of the SSI architecture have been clarified and standards
such as DID and VC emerge, there are still uncertainties in the details related to specific use

109



Richter & Anke | Bus. Inf. Sys. 1 (2021) "BIS 2021"

SSI Opportunities SSI Threats

« Service providers do not have to maintain user data * Lack of effective key management
« |dentity issuer not involved in identity access, verification | Insufficient knowledge on alignment of technical,

and resolution institutional and societal aspects
¢ Integrity and availability of identity data is ensured ¢ Low number of production-ready frameworks lead to
« Users can consciously employ data in transactions investment uncertainties
« Users can link different identity attributes independently * Low rate of adoption among users and service providers
¢ Anonymous transaction participation ¢ Incomplete standardisation hampers interoperability

EV Charging Services Strengths EV Charging Services Weaknesses

Defined authentication method per service provider
Unique identifiers for authentication of end customers
Coordinated business partners due to role model
(Proprietary) standards for IT handling of business
processes

¢ Potentially low number of customer interactions

Dependencies between business partners
Complex, interdependent processes
Intransparent business network

Interoperability across standards not guaranteed
Cumbersome administration of tariffs

Closed ecosystems

Figure 2. SWOT analysis inputs

cases. For example, the schema of VCs must be defined in advance to ensure interoperability
between business partners in an industry. Additionally, for each industry a set of authorised in-
stitutions must be maintained that are widely accepted as trustworthy issuers. This complicates
the design of such use cases with SSI approaches, as assumptions have to be made under un-
certainty. On the other hand, this flexibility, which is still present at the beginning, enables the
introduction of well-founded proposals for improving the SSI ecosystem.

From the mutual consideration of SSI opportunities and threats as well as strengths and
weaknesses associated with EVCS, we can derive four strategic options for the application of
SSlin these kinds of service systems.

» Option 1: Integrating SSI approaches into the contract creation process could simplify
registration and subsequent authentication processes.

» Option 2: Using DIDs and VCs, MSP and CPO could emancipate themselves from the
roaming provider as a trusted source of business identities.

» Option 3: The use of existing ecosystems and protocols from the domain of EVCS could
relieve uncertainties related to the SSI standards under development.

» Option 4: The gradual implementation of components and the exchange with industry
partners could promote interoperability between providers and a smooth transition to the
SSI paradigm.

Based on options 1 and 2, highlighting the opportunities of SSI, the main direction of an
EVCS system utilising SSI can be derived. With SSI approaches dedicated providers of iden-
tities and associated data objects are no longer necessary. Thus the role of roaming provider
becomes obsolete. Instead of using a central platform for the exchange of contract data, SSI
assumes an actor-centric perspective. SSI techniques can be applied at two points in the sce-
nario of roaming. First, customers, MSP, and CPO can create and manage their own business
identities utilising DIDs. Second, the business relationships between customer and MSP and
between MSP and CPO as well as the associated rights and obligations can be represented in
the form of VCs.

Cooperation in a complex business network requires a high degree of coordination, which is
illustrated in particular by options 3 and 4. Since the removal of a central business partner from
the service ecosystem represents a drastic change, the distribution of roles and tasks of the
actors also changes in order to convey the same value to a customer. In the following sections
we focus on the interactions that are relevant to the service provisioning at its core. As such,
the financial clearing of the consumed services will be out of scope.
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3.2 An SSl-enabled EV Charging Service System

Applying SSI technologies to an exemplary roaming service system following the presented
options leads to changes in the interaction structure of said system. With the elimination of the
roaming platform provider three actors remain in the EVCS system leading to three possible
interactions which we have conceptually examined. An overview of the issuance and presenta-
tion of the credentials involved in the SSI-based service is provided in figure 3. The details of
the actors’ interactions are explained in the subsequent sections.

3.2.1 Interactions between CPO and MSP

The CPO provides the central service to a customer in EV charging. Thus, the CPO commis-
sions an MSP to mediate their charging points under certain conditions. With VCs, it is possible
to map the relationship between customers and MSP in a verifiable and persistent way. There-
fore, the CPO can create a VC with the authorisation for these mediation activities and sign
it with their private key. This "Broker VC” may be secured against misuse by two measures.
First, the DID of the MSP could be included in the VC schema. Only the specified MSP and
third parties authorised by this MSP could then prove that the MSP is in control. Second, a
hash function could be used to record a fingerprint of the VC in an immutable registry so that its
issuance could be proven. Furthermore, this "Broker VC” could contain an automatic expiration
date following the contractual agreements between MSP and CPO. After the VC issuance, the
associated MSP can store it in a self-selected location. With this VC, the MSP can verifiably
broker the CPOs charging points at their own pricing, which makes up the core of an EVCS
with roaming capabilities. After this, the mediation activities of the MSP is be electronically au-
thorised by the "Broker VC”, which is used as proof in case the services are contested by any

party.
3.2.2 Interactions between MSP and Customer

When customers decides to enter a contract for the roaming service, their software agents (wal-
let) create a DID with a corresponding DID document specifically for the business relationship
with the MSP. Within the DID document, service endpoints are be specified which are neces-
sary to interact with the customer within this specific business relationship. The mapping of the
contractual relationship could be handled by using another VC. On a basic level, the VC issued
by the MSP to the customer only need to contain a statement of being a customer of the MSP.
The type of customer and therefore the type of contract would need to be defined by the VC
type, which should be based on a common schema. Also, this "Service VC” could contain tariff
regulations and the duration of the contract. Including the contract data in the same VC could
lead to the sharing of data at the charging point, which is not necessary for plain authorisa-
tion. To enable selective disclosure of individual components of the "Service VC”, the chosen
signature procedure would need to include each individual attribute.

) )

N [ DB
Broker Service
ve > Ve >

issue

CPO MSP Customer

)
D
Service
vC
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Figure 3. Issuance and presentations of broker and service credentials in SSl-enabled EV
charging scenario
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3.2.3 Interactions between Customer and CPO

Once the service VC is be issued, customers can authenticate themselves at the charging
points of the partner CPOs mediated by the MSP. After physically connecting the vehicle to a
charging point, the customer would be asked for authentication to start the charging process.
For that, the charging station management sends a request to the CPO’s backend to create a
so-called challenge. This challenge may be displayed in the form of a QR code at the graphical
user interface of the charging point. A scan of this code forwards the customers to their wallet
application, wherein they can accept the request to present proof of a valid roaming contract.
After selecting the corresponding attributes of the "Service VC” issued by the MSP, these are
sent to the CPO backend using the smartphone’s mobile data connection. The correct desti-
nation could either be stored directly with the challenge or could be determined by resolving a
DID and accessing a dedicated service endpoint.

A total of three checks would have to be performed on the presented VC, in order to ensure
a sufficient level of certainty about the correctness of the transmitted claims:

* Integrity This can be implemented by using the proof algorithms of VC and its presen-
tation. A positive outcome of the presentation proves that no changes were made to the
data. Since the included VC consists of derived attributes from the Service VC, a proof
would include both the correctness of the stated claim of charging authorisation and the
integrity of the underlying Service VC.

+ Validity This would include a review of the expiration date to determine if the underlying
contract is still effective. Furthermore, it could be checked whether a valid MSP can be
found for the issuing DID.

+ Schematic correctness The schema used by the VC would need to be compared with
the schema definition agreed upon between MSP and CPO.

If these requirements are met, the customer is successfully authenticated and the requested
charging process will be authorised. Otherwise, using an endpoint for messages from the
customer’s DID document or via the interfaces of the charging point, an error report should be
sent, including suggestions for an alternative method for starting the charging process.

4 Discussion

Based on the results presented in the previous section, we discuss their impact for the design
of smart service systems, as well as implications for the actors involved in service systems.

4.1 Impact of SSI on Smart Service System Design

With regards to the service system design, we can distinguish the impact on the service ex-
perience and customer experience. On the service experience, the major difference is the
reduction of complexity through SSI as the standardised method for P2P credential exchange.
It replaces commonly used registration processes, which result in additional processing steps
for data verification and more complex customer data to be maintained. Another benefit of
SSl is the improved interoperability of IT systems between different actors in a service system.
Instead of expensive direct point-to-point communication between backend systems, the data
exchange takes place via credential exchange via the customers’ wallets.

This also has implications for the customer experience, as customers can directly authen-
ticate themselves with IT systems of service providers using credentials from a trusted issuer,
such as banks or municipalities. Avoiding complex registration processes makes services more
accessible, as fewer steps are required for establishing a trusted relationship between the ac-
tors in the service system. Additionally, as such wallet apps are used in a variety of occasions,
a growing number of users become familiar with their use. This is an improvement over today’s
situation in which the use of a new service requires the installation and setup of a service-
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specific app. Overall, SSI contributes towards a seamless customer experience with fewer
apps, less effort for learning the handling of unfamiliar apps, and simpler authentication of the
user.

4.2 Implications of SSI for Involved Actors

From the changes in the smart service system outlined above, we can derive implications for
the involved actors, which can be distinguished into customer, service provider, and broker
(such as roaming providers).

Customer For customers, SSl-enabled smart service systems could offer a more comfortable
enrolment and authentication process. If the customer already uses a digital wallet, he or she
can provide a proof of his identity without a complex registration process. Once a connection to
the service provider is established, authentication can be performed automatically and without
passwords. This streamlines the overall customer experience. and satisfies customers needs
for independence and easier integration [14]. Additionally, an SSl-enabled smart service might
be preferred by customers as the exchange of data between customer and service provider is
transparent and under control of the customer. This improves privacy, which is one of the most
frequently mentioned benefits expected for business scenarios (see section 2.1).

Service Provider For service providers SSI can potentially lower the entry barrier for customer
on-boarding and simplify the authentication for service usage. Besides, it makes the service
more attractive through higher levels of privacy. However, this assumes that the customer
already has an digital wallet and VCs for his or her identity from a trusted issuer in place.

Besides authentication, VCs can also be used for various purposes dealing with proving
status or permissions to other parties. This offers an opportunity for businesses that strive for
efficient coordination between companies to reduce their cost. The specific requirements of a
use case are determined in the business practice itself and by external regulations. Consid-
ering the regulatory requirements for the official calibration of charging points’ measurement
equipment, SSI approaches could be used not only to identify customers, business partners,
and contracts but also to ensure the integrity of charging data. A VC could be created that
verifiably persists the relevant attributes, including duration and type of the charging process, a
process identifier, as well as the power consumed in kilowatt-hours.

On the operational level, the cost for customer data processing might be reduced. As
customers can provide verified and up-to-date identity data on demand, the cost on GDPR-
compliant processing of customer data at the service provider is lowered. Furthermore, ex-
pensive procedures to ensure and maintain data quality of customer data are not required
anymore. On the other hand, initial investments for enabling existing systems for SSI need to
be considered.

Broker We can also observe changes to the overall service ecosystem. SSI provides the
transformative capabilities to map and enrich different commercial structures. As SSI puts
persons and organisations into control of their identity data, they can interact with other actors
through P2P credential exchange. This weakens the position of platforms that act as broker
between actors in a service ecosystem, which can eventually lead to their disintermediation.

Our EVCS example shows the emancipation of MSP and CPO from the roaming provider,
which is therefore not needed anymore. This is mainly enabled by the secure P2P credential
exchange between various actors. To offer a roaming service to a customer, MSP and CPO
must agree on aspects such as pricing, internal billing, and the charging methods offered. Fur-
thermore, a common schema for the contractual VCs must be defined and stored in a suitable
location with verifiable integrity. These schemas form the basis for the data structures of the
VCs used in the service process and decide to a large extent on the interoperability of the ser-
vice offerings of actors in a service ecosystem. For each roaming service offered, a common
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VC schema is required to verifiably map the authorisations and roles in the business scenario.
To make this approach accessible to providers of other scenarios and thus to bring about an
integration of the business network, coordination at the industry level is necessary.

4.3 Limitations

The insights gained in this paper are based on a single domain, which is commercial charging
processes and the service architecture of roaming Therefore, the described disintermediation
effects might not be transferable to other service systems. Another limitation is the characteris-
tic of this work being a conceptual analysis. As the validation of the proposed concepts within a
real roaming ecosystem was out of scope, our insights are based on a theoretical analysis. The
actual impact of the application of SSI will be highly dependent on the concrete implementa-
tion and service design of real organisations and service ecosystems. Therefore, an empirical
analysis is required to verify the effects in a real-world implementation of the presented concept.

4.4 Future research

Based on our study, we identified potentials for future research along four research topics:

Customer experience of smart services: There is a need to better understand the effects
of SSI for the enrolment process, which essentially creates a "bring your own identity” model.
Here, interaction designs and customer experience should be systematically investigated to
create design knowledge for smart service systems. Usability research has dealt with different
enrolment processes, however they did not cover SSI yet [15]. Existing research on customer
experience of smart service has yet to consider the effects of SSI, particularly on privacy, ease
of use, accessibility, and controllability [14].

Interoperability: SSI changes the mechanism on how data is transferred between systems.
Instead of direct communication, the user (identity holder) transfers data between systems
via his or her wallet. This reduces the need for complex integration but requires consensus
about the semantics of data in VCs. This can be achieved through credential schemata. Open
questions in this area are related to the schema definition process, the selection of actors to
issue schemata, as well as to their storing, resolving, and versioning.

Drivers and barriers for adoption: The introduction of SSI in smart service systems can
reduce cost for proprietary apps, enrolment procedures, and GDPR-compliant handling of PII
data. Enabling of existing applications for SSI on the other hand might be expensive due to a
lack of reusable, production-ready components such as integration tools and software libraries.
With regard to benefits, SSI can lower the entry barrier for new users and improve privacy.
Therefore, cost-benefit analysis should be conducted to evaluate effects in real world cases to
develop evaluation models which help practitioners to make informed decisions with respect
to both, costs arising from the technical implementation as well as changing business models.
Regarding the latter, SSI as a paradigm leads to a shift in the availability of data from service
providers to customers. This enables selective disclosure and conscious transactions using
this data from the customers perspective. It is yet to be examined from the service providers
perspective whether potentially lowered costs in the handling of Pl data outweighs the impacts
on data utilisation as part of their business models.

Service ecosystems: The disruptive potential of SSI with regard to disintermediation of actors
in service ecosystems needs to be studied from an economic as well as strategic management
perspective. While SSI might make the service of certain actors less relevant, it can be as-
sumed the it will also create the need for new ones, e.g., trusted issuers, quality assurers, oper-
ators of DLT infrastructure, wallet providers, and integration services. While roles in multi-actor
smart service innovation have been a topic of recent research [24], it does neither consider the
specifics of SSI nor the potential strategic options for actors threatened by disintermediation.
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5 Conclusions

Establishing trust between actors in smart service system is a task that leads to various chal-
lenges with existing approaches. The inherent characteristics of self-sovereign identity promise
to simplify the establishing of trust in services processes but also influence the overall design
of the service system. Using the example of an EVCS, we gained an initial understanding of
the impacts that SSI can have on smart service systems. Our findings underline the potential
of SSI, which should therefore be considered in the design of such systems.

As an emerging concept, it is not surprising that academic works on the application of SSI
in business scenarios is scarce, let alone in the context of smart service systems. With the on-
going proliferation of SSI in various industries and application domains, empirical research can
be conducted to better understand how the expected benefits of SSI will manifest themselves.
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Abstract. Process mining aims at deriving process knowledge from event logs, which contain
data recorded during process executions. Typically, event logs need to be generated from pro-
cess execution data, stored in different kinds of information systems. In complex domains like
healthcare, data is available only at different levels of granularity. Event abstraction techniques
allow the transformation of events to a common level of granularity, which enables effective pro-
cess mining. Existing event abstraction techniques do not sufficiently take into account domain
knowledge and, as a result, fail to deliver suitable event logs in complex application domains.
This paper presents an event abstraction method based on domain ontologies. We show that
the method introduced generates semantically meaningful high-level events, suitable for pro-
cess mining; it is evaluated on real-world patient treatment data of a large U.S. health system.

Keywords: Process mining, Event abstraction, Domain knowledge, Healthcare

1 Introduction

Many organizations have an inherent interest to monitor and understand their processes. For
example, analyzing and adopting processes can improve their overall efficiency, e nsure that
legal requirements are met, and maintain a desired quality level. To this end, process mining
provides techniques to analyze processes based on event data recorded during their execution.
However, such event data is not always available in the necessary format and often differs
in its granularity in complex settings. This also applies to treatment processes in hospitals,
which are typically highly heterogeneous, complex, multidisciplinary, ad-hoc, and susceptible to
change [1]. In the past, process mining has been proven as a technique well-suited to derive
an understanding of medical processes, like patient-flows, and to improve them accordingly [2].

When extracting event data for process mining of electronic health records (EHRs), multi-
ple data sources have to be tapped into, including hospital information systems. This variety
of data sources and differences in data granularity leads to a mismatch in the level of abstrac-
tion between different events. Moreover, the fact that many events are documented manually by
physicians or other medical personnel typically leads to varying degrees of detail in the recorded
events. Using the resulting event logs would result in complex process models [3]-[5]. In order
to generate event logs with events of comparable granularity and to elicit useful process mod-
els, event abstraction is needed. To this end, a rich set of research works on event abstraction
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Figure 1. BPMN process model describing the treatment of LBP as per [7]. The events ap-
pearing in the event log of List. [1|belong to the same process but do not align with the activities
of the process model, and make it difficult to put them into relation.

methods and techniques exists, as shown in [3], [6]. But fewer research works utilize existing
domain knowledge. Those approaches mostly follow a bottom-up principle by starting from the
observed event data. While the resulting process models are less complex and already improve
the process analysis, bottom-up approaches do not guarantee a conceptually sound abstrac-
tion. There is a high prevalence of standards and ontologies in the medical field, containing
domain-specific information such as medications, procedures, and diagnoses. This knowledge
can be used to enrich abstraction mechanisms by actively selecting a use case-specific level of
abstraction.

This paper presents an event abstraction method based on domain knowledge for process
analysts to generate event logs for process mining. The method is domain-agnostic but was
developed and tested for the healthcare domain. In the remainder of this paper, a motivating
example is given in Sect. [2 followed by an overview of related work in Sect.[3 Afterwards, the
domain-specific abstraction method, is presented in Sect. Our approach is applied to the
back pain treatment process data of a large health system in the U.S. in Sect. 5| The work is
concluded and future research discussed in Sect. [6l

2 Motivating Example

In this section, we discuss the treatment process of non-specific low back pain (LBP), which is
one of the most frequent complaints, as a motivating example. The evidence-based framework
for diagnosis and treatment of LBP in the U.S. context is defined by a guideline from the Ameri-
can College of Physicians, which outlines under which circumstances and in what order certain
interventions are to be conducted or medications to be prescribed [7], as shown in Fig. [1} As
such, the guideline encompasses recommendations with regards to the prescription of a multi-
tude of different drug classes, e.g., opioids (e.g., Oxycodone), non-steroidal anti-inflammatory
drugs (NSAID; e.g., Ibuprofen), or skeletal muscle relaxants (SMR; e.g., Diazepam). Based
on this, it could be of particular interest for a health system to which extent current treatment
processes comply with the given clinical guideline.
<event>

<date key=‘‘time:timestamp’’ value='2018-08-04T13:04" />

<string key="‘'‘concept:name’’ value="'‘NAPROXEN 500 MG TABLET’’/>

<string key='‘event:context’’ value="''EPIC MEDICATION’ />

<string key=‘‘event:code’’ value='19918""/>
</event>
<event>

<date key="‘‘time:timestamp’’ value='2018-09-01T13:59" ' />

<string key="‘'‘concept:name’’ value="'‘OXYCODONE 5 MG TABLET' ' />

<string key=‘‘event:context’’ value=''EPIC MEDICATION’ />

<string key=‘‘event:code’’ value=''20627""/>
</event>

Listing 1. Excerpt of a real-world event log containing low-level events.
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The event data recorded in the hospital information system (HIS) is stored in a detailed
manner due to medical necessity and billing purposes, including precise information about,
e.g., the dosage of medications. Listing (1} extracted out of an EHR database, shows the event
names that result from this data. While the event log contains fine-grained events, the treatment
guideline modeled in Fig. [T]is concerned with more abstract, high-level activities (e.g., Prescribe
NSAID)'. This makes it difficult to compare the guideline with the recorded treatment event
data. Due to the fine-grained event data, discovering a process model without processing it
beforehand would result in a highly complex model that would be hard to interpret. It would
include, for example, numerous activities, splits and branches for each drug and its potential
dosage. Thus, event abstraction is needed to enable the alignment of low-level events with
the high-level activities of a clinical guideline and to discover more human-readable process
models.

An easy approach would be to abstract all events that refer to the administration of drugs
into the high-level event Administer Drug. On one side, this would reduce the complexity. On
the other side, valuable information, like the administered drug, would be discarded, such that
this abstraction would not be useful and diverge from the level of detail given by the clinical
guideline. It would, for example, not be possible to differentiate between non-pharmacological
treatments and pharmacological treatments or non-opioid and opioid treatments, as per the
guideline. However, this categorization cannot be simply made with the available event infor-
mation from the data warehouse (cf. List. , so that additional information, e.g., about the drug
class or the effect mechanisms, is necessary. Standards and ontologies that contain informa-
tion about medical concepts such as medications, procedures, and diagnoses, already exist in
healthcare. Thus, in this work, we explore the application of such medical knowledge resources
for exploiting the medical context of events and determining the right level of abstraction.

3 Related Work

In the following, we discuss related work on event abstraction in general and with a particular
focus on healthcare. Diba et al. [6] identifies event abstraction as one out of three major tasks
for event log generation. Similarly, van Zelst et al. [3] provides a taxonomy for event abstrac-
tion techniques and categorizations. In general, abstractions techniques can be distinguished
based on their information richness, which again depends on the required input [6]. The first
category comprises clustering and unsupervised learning approaches like [8], [9], which re-
quire no additional input. In addition, Richetti et al. [9] applies natural language processing to
discover activities and objects from the event labels. Based on their semantic relations, similar
activities get clustered and substituted. In contrast, Tax et al. [10] applies supervised learning
to map low-level events to activity executions that requires labelled training data to learn the
probabilistic mappings. Leemans et al. [11] utilizes event attributes to derive hierarchical mod-
els encapsulating low-level events in sub-processes. The approach lacks of a mechanism to
guarantee semantically sound abstraction groups.

Another category comprises approaches using behavioural patterns to transfer low-level
events into higher-level activities. As an example, Mannhardt et al. [12] provides a supervised
event abstraction technique. With the help of behavioural activity patterns, domain knowledge
is captured, based on which events are matched. Additionally, the approach by Baier et al. [13]
utilizes enriched process models. They describe the issue of n:m mappings from events to ac-
tivities and use an annotated process model to identify mappings between events and activities
in which they additionally encoded domain knowledge. With the help of a gamified crowd-
sourcing approach, Sadeghianasl et al. [4] requires a group of domain-experts to participate
in the game to equalize activity labels. Lastly, the authors of [14] present a knowledge-based

"Note that, while the example of this section only consists of medication-related events, the overall problem
exists for diagnostic-/treatment-related events as well.
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Figure 2. Method for domain-specific event abstraction. After defining the use case and iden-
tification of relevant knowledge sources, an adequate abstraction level is derived in an iterative
manner.

abstraction mechanism based on domain-specific ontologies. Depending on a set of rules,
events are mapped to the fundamental concepts of the ontologies; multiple events matching
the same ground term within a given time window get merged into macro-activities. However,
this approach heavily relies on predefined mapping rules.

For the healthcare domain, Mans et al. [15] illustrates the problem of different levels of data
granularity by providing an overview of the spectrum of available data in an HIS. The authors
classify different source systems based on the abstraction level and the data accuracy. Those
findings are confirmed in a case study [16] on event log generation in healthcare in which
event abstraction challenges and the need for suitable techniques, like abstraction tables, are
discussed. In order to investigate treatment processes, the authors of [5] use, similarly to [11],
sub-processes to encapsulate low-level events of treatment processes in sub-processes. The
gold standard of the approach relies on the encoding of domain-knowledge within the activity
labels, which might be added manually.

Most of the presented approaches are data-driven only and rely on structural features like
control-flow pattern, while only a few also consider additional contextual information, e.g., [12],
[14]. We will refer to those approaches as bottom-up. Still, they are missing mechanisms to
generate a consistent level of abstraction, which is also medically sound.

4 Domain-specific Abstraction Method

In order to overcome the limitations of existing approaches, we introduce a method for domain-
specific event abstraction. While the domain for the abstraction is not limited in any sense,
one concrete abstraction instance can only be applied within one specific domain, and is not
reusable across multiple domains. In the context of this work, the term abstraction means the
unification of event identifiers for related events, so that several events are not combined to
one event, but assigned to the same event class. The presented method combines two basic
concepts of event abstraction, namely bottom-up and top-down. In the following, both concepts
are presented, as well as the concrete abstraction procedure.

4.1 Basic Concepts of Event Abstraction

The first concept, which will subsequently be referred to as bottom-up, uses the low-level event
log as its only input. Most of the abstraction approaches described in Sect. [3| can be con-
sidered to follow this concept. The advantage of a bottom-up abstraction is that little or no
additional domain-specific information is required. However, such approaches produce results
which might include high-level events at different levels of abstraction. Depending on the use
case, it may be desirable to maintain a certain level of abstraction across the output event log as
well as to produce high-level sound events for a domain. An abstraction that relies exclusively
on the data level is therefore not sufficient in this case.

One way to overcome the lack of domain-specific information is to use an abstraction proce-
dure following the concept of top-down abstraction. Top-down approaches first define the goal
of the abstraction for a use case based on domain-specific information and map the low-level
events to the targeted high-level events. In comparison to the bottom-up concept, the patterns
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Figure 3. Conceptual depiction of the abstraction method. The use case and event data are
alternately investigated from the top-down and bottom-up perspective to further restrict the
abstraction scope.

and rules are not detected in the log, but defined by analysts in advance. The domain-specific
patterns and rules are used to group related low-level events together using an assignment
algorithm [12], [14].

The top-down approach allows to explicitly define the desired level of abstraction and can
thus significantly improve the analysis of the process. However, an accurate abstraction of low-
level events requires a deep understanding of the underlying data. Additionally, the abstraction
must be conducted in such a way that it fits to the present data, which can be very complex and
detailed, and is hard for the analyst to know beforehand. This can make exploratory analyses
particularly difficult.

4.2 Alternating Event Abstraction

In order to find a suitable level of abstraction considering the available low-level event data as
well as the abstraction goal of a use case, abstraction concepts of bottom-up and top-down are
combined. Figure [2|depicts the method, which consists of six steps. In the first step, a use case
needs to be defined due to the nature of the involved top-down concept. The use case may be
guided by a domain-specific question, e.g., relating a treatment process to clinical guidelines or
regulatory aspects. Next, knowledge sources relevant for the use case are collected and used
as input for the subsequent steps. Before actual process mining techniques can be applied
in step 6, an adequate abstraction level needs to be derived from steps 3 to 5 in an iterative
manner. In these steps, the data and use case are alternately investigated from the top-down
and the bottom-up perspective to further restrict the abstraction scope from each perspective
with every iteration, as illustrated in Fig. In order to achieve this, this paper proposes a
hierarchy-based abstraction procedure.

Event Hierarchy. Since the desired granularity of an abstraction strongly depends on the use
case, an event hierarchy is created as a basis for the abstraction of low-level event identifiers,
which describes groups of related terms that are essential for the analysis. The event hierarchy
is designed from a top-down perspective. It consists of several abstraction sets. Each abstrac-
tion set consists of an abstraction term and a list of subordinate terms. The abstraction term
serves as the high-level event identifier for each low-level event that can be assigned to the
abstraction set with the help of the corresponding subordinate terms. The general structure of
an event hierarchy, as well as an exemplary abstraction set in the medical context, is illustrated
in Fig. 4]

A relevant abstraction term in the medical context could be, for example, a class of drugs,
such as NSAID. The low-level events are then mapped to the subordinate terms contained in
the lists of the abstraction sets and abstracted to the corresponding abstraction term. The
mapping is done by checking for each event whether its name contains one or multiple terms
from the lists of the subordinate terms. Depending on the quality of the provided abstraction
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Abstraction Set i Abstraction Set 1
[Abstraction Term] Prescribe NSAID
[Subordinate Term] Aspirin
[Subordinate Term] Ibuprofen
[Subordinate Term] Naproxen

Figure 4. General structure of an event hierarchy with an example abstraction set.

sets, a single event name can contain different terms from different abstraction sets. In this
case, either a domain expert can decide on the assignment, or the Levenshtein distance [17] or
other kinds of distance measures could be used to determine the term most closely related to
the event identifier. In order to avoid misleading abstractions, the lists of subordinate terms of
different abstraction sets should not overlap. Having distinct abstraction sets allows a precise
view of the data, which is directly tailored to the use case. After finding a matching term, the
event identifier is then changed to the abstract term of the abstraction set. To preserve as much
information as possible, the original name is added as an attribute to the event. If an event
cannot be assigned to an abstraction set, the event keeps its original name. An abstraction set
can additionally be marked as a filter set. If an event is assigned to an abstraction set that is
marked as a filter, it is not included in the resulting event log.

Iterative Approximation of the Abstraction Level. Each iteration starts from the top-down
perspective with the creation or refinement of the event hierarchy. After the abstraction, the
resulting high-level events are analyzed from the bottom-up perspective. More concrete, it can
be determined whether more abstraction sets should be added, or whether additional subordi-
nate terms derived from low-level events that were not previously covered by any abstraction
set should be added to one. Special attention should be paid to events that have not been
abstracted to high-level events and to abstraction sets that abstract large parts of the event log.
This evaluation can be done by either directly examining the resulting high-level events or by
evaluating a process model, mined from the resulting event log. With that, the resulting event
hierarchy is progressively refined towards the selected use case. Because of this, it cannot be
used arbitrarily for other use cases.

5 Application to a Real-World Use Case

This section presents an exemplary application of the abstraction method to the real-world use
case of Sect. |2l While the method itself is domain-agnostic in its application, a concrete exam-
ple from the healthcare domain is suited to illustrate the concrete steps and their usefulness.
As the first two steps (i.e., the use case definition and the collection of additional knowledge
sources) are described in Sect. [2, this section evaluates and illustrates steps three to five.

5.1 Experimental Setup and Data Preparation

In this work we used EHR data from the Mount Sinai Health System, a large health system
located in New York, NY, which generates a high volume of structured, semi-structured and
unstructured data from inpatient, outpatient, and emergency room visits. Patients in the system
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Figure 5. Example event abstraction process to illustrate the normalization and abstraction
from the event log excerpt in List. to the event log in List.
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can have up to 15 years of follow-up data. We accessed a de-identified dataset containing
approximately 8.1 million patients from eight hospitals within the system, spanning the years
from 2003 to 2018. This research was approved by the Institutional Review Board (IRB)? of the
institution fully compliant with the HIPAA3 regulations. In particular, in this study we included
diagnosis codes (ICD-9/10), medications and procedures.

In order to be able to apply the method to the available data, preprocessing steps are nec-
essary. Those steps include the normalization of event descriptors. This is necessary to not
encode dosage information and other factors, which would otherwise lead to highly complex
event hierarchies, without providing any additional value for the process analysis. The normal-
ization is part of our prototypical implementation and is based on manually crafted rules derived
by a medical expert. The normalization of the event log excerpt given in List. [1]is illustrated in
Fig. Bl while the normalized event descriptors can be found in List. [2|attached as attributes. Af-
ter the normalization, the iterative abstraction is applied to the low-level event log as described
in Sect. 4]
<event>

<date key=‘‘time:timestamp’’ value='2018-08-04T13:04" />

<string key=‘‘concept:name’’ value='‘Prescribe NSAID ' />

<string key='‘event:description’’ value="''NAPROXEN 500 MG TABLET'’/>

<string key=‘'‘event:normalized’’ value="''Naproxen’’/>

<string key=‘‘event:context’’ value='‘EPIC MEDICATION’ />

<string key='‘event:code’’ value="19918""'/>
</event>
<event>

<date key=‘‘time:timestamp’’ value='2018-09-01T13:59" />

<string key=‘‘concept:name’’ value='‘Prescribe Opioid’’'/>

<string key=‘‘event:description’’ value="‘OXYCODONE 5 MG TABLET’ ' />

<string key='‘event:normalized’’ value="'0Oxycodone’’/>

<string key=‘‘event:context’’ value=''EPIC MEDICATION’ />

<string key=‘‘event:code’’ value=''20627""/>
</event>

Listing 2. Example event log extract after the application of the abstraction method.

5.2 Evaluation

To demonstrate the usefulness of the proposed method, we created and analyzed two event
logs using a prototypical implementation*. A detailed description of the event log generation
pipeline can be found in [16]. Each log comprises 2,000 patients diagnosed with low back pain
from the Mount Sinai Health System with a focus on the treatment processes. When creating
the first event log, no abstraction was applied, and all events were included with the granularity

2|RB-19-02369
®Health Insurance Portability and Accountability Act
*https://github.com/bptlab/fiber2xes
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Figure 6. Discovered process model based on only three randomly selected traces from the
event log without any abstraction and 60% noise filter.

as they were recorded in the data warehouse. To mine process models form the different event
logs, we used the inductive miner plug-in [18] of ProM®.

Fig. [6| shows the resulting process model, involving only three randomly selected traces of
the event log without any abstraction. A visual examination of the diagram is very complex
because of the large number of nodes and edges. A comparison to the model representing the
clinical guideline in Fig.[T]is hardly possible. This complexity also complicates a variant analysis.
The event log without any abstraction contains 1,998 trace variants and 28,540 different event
classes. In contrast, Fig.[7|depicts the process model discovered from an event log, where our
method was applied during its generation. Apparently, this model is much more compact. The
abstracted event log contains 1,300 variants and the seven event classes that were previously
defined in the event hierarchy. With this event log, the activities can be directly related to those
present in the clinical guideline in Fig. |1l However, the abstracted event log still contains a high
number of trace variants, which reflects the flexible nature of treatment processes. In summary,
the event abstraction has resulted in a simpler process model that facilitates both interpretation
and alignment with the clinical guideline.

5.3 Discussion

The combination of top-down and bottom-up concepts takes advantage of existing structured
knowledge and outlines a clear procedure to produce sound abstractions with regard to the
underlying domain that lead to semantically meaningful events. In other words, it enables the
domain-specific event abstraction of event data. While this method requires manual work and
input of a domain expert, the resulting abstractions have been shown capable of increasing the
understandability and interpretability of the event logs. Abstractions produced by applying the
presented method are comprehensible - there is no “black box” leading to abstracted events,
and domain experts are always able to verify the validity of the abstraction. Furthermore, the
method makes it possible to easily vary the level of abstraction when investigating a given use
case. Also, resulting abstractions are highly flexible and configurable. In contrast to Leonardi et
al. [14], no custom ontology needs to be defined, since the abstraction sets are directly derived
from existing knowledge sources, like existing standards. This also increases their reusability
in other event hierarchies as they have a certain general validity. The presented method could
also be combined with existing abstraction techniques discussed in Sect. (3} such as the work of
Mannhardt et al. [12], in order to add further perspectives to the resulting event log. They could
be used, for example, to add a temporal perspective to the abstraction, where subsequent steps
of a larger treatment process, are abstracted into a single event. Furthermore, this method
could be improved by adding support for automating the creation of the event hierarchy, or
evaluation of the abstraction results based on different metrics.

Shttp://www.promtools.org/
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Figure 7. Discovered process model, including all 2,000 patients based on the event log after
event abstraction, with 40% noise filter.

6 Conclusion

Different levels of granularity in event data hamper the effective use of process mining tech-
niques. Therefore we proposed a structured method to achieve a semantically meaningful
event abstraction. By combining top-down and bottom-up approaches, conceptually sound ab-
stractions from low-level events are reached. Applying the method to a real-world event log from
a U.S. health system shows the usefulness of the approach. Currently, we have developed and
tested the domain-specific method exclusively for healthcare. Still, the steps are general and
might also be useful for other domains, which need to be further studied. For future work, differ-
ent metrics to evaluate the quality of generated event hierarchies and abstraction sets are worth
investigating, as they could help guiding the application of the method through the different it-
erations. Moreover, interfaces for integrating existing ontologies such as RxNorm or SNOMED
CT, as well as a more semi-automated approach for creation of event hierarchies, could reduce
the manual effort.
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Abstract. The article discusses an ontological approach to solving the problem of forming
state policy of economic development of cultural and creative industries and the
corresponding intellectual-information management systems. The purpose of this article is to
develop an effective toolkit (based on ontologies) for making optimal decisions in the field of
state regulation of the cultural and creative industries, taking into account the dynamic
factors of the external environment. The ontological approach considered in the article
assumes the presence of three levels of models: meta-ontology, models of subject areas of
cultural and creative industries and models of making appropriate management decisions on
the formation of economic development policy of cultural and creative industries. The novelty
of the proposed approach lies in the purposeful nature of ontological modeling of such
complex system as the state policy of economic development of cultural and creative
industries. The system under consideration has certain goals, tasks, resources, processes,
factors of influence, risks and other characteristics. These characteristics include, in
particular, the structure of the model, the ability to highlight the essential objects of real
relations of the considered subject areas, the ability to represent knowledge for the joint work
of specialists in computer modeling, the processing of expert knowledge and the generation
of management decisions within the framework of the corresponding intellectual-information
systems.

Keywords: Ontological modeling, domain, information system, scenario design, cultural and
creative industries

Introduction

One of the most important tasks of supporting decision-making (managerial and political) in
the field of state policy for the development of cultural industries is the task of determining
the set of acceptable alternatives for the implementation of this policy, followed by the
possibility of choosing the best solution according to the specified optimality criteria.

There are a lot of models (analytical, optimization) of control processes for the
functioning and development of complex systems [1], but for solving the assigned tasks
(forming a state policy for the development of cultural industries), their use is ineffective due,
first of all, to the scale and complexity of the subject area (domain) under consideration.

The use of the concept "industry" in the context of culture determines the orientation of
public policy measures primarily on the economic component of the sector. It is also
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advisable to consider cultural and creative industries (CCl) together as a single sector of
socio-economic activity. This sector is characterized as multisystem and dynamism of its
development, as well as the complexity of interdisciplinary connections.

The state policy for the development of cultural industries involves the management of
institutions and the formation of information and cultural space. Mandatory elements of CCI
public administration are [2]:

+ setting policy priorities;

» sources of financing for the development of CCI;

* management principles (management codex);

* building an optimal and efficient system for managing subindustries, considering the
regional specifics.

Among the main directions of the state policy implementation for the development of CCl, it
is possible to single out the following:

« creation of an internal market, which forms the information and cultural space of the
country;

» development of the creative class (this requires reforms in the education system and
labor legislation);

» creation of an appropriate business climate for the development of creative
entrepreneurship (creation of optimal conditions for the commercialization of talent and
ideas, favorable tax regime, protection of the producer of a national cultural product,
etc.).

The economic development of the sector of cultural and creative industries, being an object
of state policy, requires the creation of an adequate model for determining the strategy and
tactics of subject area development, making appropriate management decisions and carrying
out forecast calculations. Such a model should take into account the complexity,
multidimensionality, many goals of economic development of the subject area under
consideration, factors of influence, etc.

Semantic or ontological models should be used to display the whole complex of CCI
problems and their economic development.

The purpose of this study is to develop an effective toolkit (based on ontologies) for
making optimal decisions in the field of state regulation of CCI, considering the dynamic
factors of the external environment.

The existing restrictive conditions impose rather strict requirements on the generated set
of alternatives (options) of management decisions. Because of this, the range of admissible
alternatives either deliberately narrows or completely excludes the possibility of making an
optimal decision (we can only talk about a partially optimal solution).

In practice, this leads to errors of two types: investing in ineffective projects within the
framework of the state policy to support the industry, or refusal from more strategically
profitable decisions due to an incorrect planning model.

Even if an optimization model is developed and an optimal solution or a set of feasible
solutions is obtained for the problem under consideration, then it should be borne in mind
that the conditions under which this model and this solution are obtained can change quite
quickly.

That is why planning (management) should be considered as a continuous process that
allows to adapt public policy (public administration project) to external and internal changing
conditions.

At the same time, it should be considered that not every model and not every solution
has a sufficient margin of stability so that they can continue to be used without significant
adjustment throughout the entire life cycle of the project or its individual stages.
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Management decisions aimed at the economic development of the CCl should be
formed for:

+ strategies for the economic development of the CCI taking into account external
influence;

» strategies for economic development of the CCI taking into account internal
conditions;

+ creation and promotion of a national cultural product (cultural projects) in
domestic and foreign markets;

* resource management (material, financial, legal, personnel, etc.);

+ technological support of economic development;

» development of the CCI infrastructure.

For the subject area under consideration, it is proposed that the generation of managerial
decisions is a complex informal process.

To form possible options for management decisions, expert knowledge is required on:

e subject area;

o the current and predicted state of its external environment (factors of influence:
external and internal, the hierarchy of the goals of hierarchical development);

o the specifics of the management of CCls, their subsectors, and their economic
development.

The problem of finding an expert even for traditional industrial projects is often difficult to
solve, and for innovative creative projects, the risks of which are especially high and there is
no experience in implementing similar projects, it can become unsolvable.

Experts are not always able to determine all possible scenarios for the development of
CCI, and multivariate planning is either not always justified at a sufficient analytical level, or
does not have a strategy.

The technology of state policy formation based on the ontological approach can be an
addition to the expert knowledge about subject area (domain), the features and possible
options for the economic development of subject area [3], [4].

Features of Ontological Modeling of The State CClI Economic
Development Policy

The implementation of the state policy of CCl economic development presupposes the
presence of a large number of alternative solutions that take into account both the
organizational structure of the subject area (the organizational and institutional structure of
the state management of culture and CCI) and the scenario of its functioning.

Scenario planning is the most common approach to solving problems at the structural
level when planning the economic development of CCl, including in public administration [5].

The scenario for the implementation of public policy in the subject area under
consideration is a combination of conditions (external and internal) that lead to certain
results, to the efficiency and financial feasibility of specific activities and projects or to the
creation of a certain creative product.

Before deciding on the feasibility of implementing certain government measures and
defining a strategy for public policy in general, possible scenarios should be investigated.
This will make it possible to determine the area of sustainability of the subject area to
dynamically changing environmental factors and the prospects for the implementation of the
policy of support and development of the CCI.

To describe the subject area, it is necessary to define such components as goals, tasks,
activities, results and resources.
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Goals are a set (aggregate) of measures of state regulation of the external and internal
environment of the CCI (I, intent).

Tasks are a set of actions (procedures, works and activities) that must be carried out in
order to achieve the goals of public policy in the CCI (T, task).

Works (operations) are a set of processes aimed at solving problems and obtaining
results, requiring the necessary investment of time and resources (O, operation).

Results are a set of political and socio-economic events that embody the goals of politics
- these are decisions, creation of institutional structures, implementation of targeted
programs, adoption of laws (Rt, result).

Resources are the set of objects needed to get work done (Res). The necessary
resources are allocated for the execution of each work.

Thus, the considered domain (D), without taking into account the influence factors, can
be represented as:

D=(l, T, O, Rt, Res) (1)

Since the state policy is implemented in a certain environment, called the CCI environment,
in addition to describing the domain (see (1)), the scenario includes a description of the
external conditions under which the generation of managerial decisions and their
implementation is carried out.

The external conditions of implementation (factors of influence) can change quite
dynamically throughout the entire life cycle of a complex system, which is the state policy in
general, and the policy in the field of CCl, in particular. These factors are sources of possible
risks of the implementation of an effective policy to support the economic development of the
CCl and have a direct impact on the process of forming possible options for the
corresponding management decisions.

Thus, the considered domain (D) taking into account the external factor of influence (Fe)
and internal factor of influence (Fi) can be represented as:

D=(, T, O, Rt Res, Fe, Fi) (2)

When determining the subject area development scenario, all of the above information must
be taken into account. As a rule, such information is an unformalized or weakly formalized
description, and the complexity of scenario compilation is associated with the need to
consider the development of the subject area internal processes and their not always
obvious connections with the subject area environment factors and among themselves.

The use of an ontological approach will make it possible to automate the generation of
public policy strategies that allow achieving goals taking into account the most important and
probable risks. This contributes to a significant increase in objectivity and optimization of the
management decision-making process.

Before proceeding with the description of the ontology, it is necessary to determine for
what purpose it is being created and what tasks it will solve.

In this work, ontological modeling is used to develop a variety of scenarios for the
economic development of the CCI. The proposed ontology should ensure the completeness
of coverage of the feasible solutions area to achieve the goals of state policy in the field of
culture.

The implementation of the state policy of CCl economic development is a complex
process, which is influenced by many factors; therefore, the formalization of the structural
level of multivariate calculations will improve the quality of effective management decisions.

Decisions made at the planning level should be formed with taking into account the
possible impact of negative and positive risks of various nature and varying degrees of
controllability.
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Implementation of the optimal state policy in the CCI will minimize the consequences or
avoid potential risks for the economic entities of the sector. Among such risks, one should, in
particular, highlight:

geopolitical (threat to the internal information space, cultural intervention,
convergence);

social (creation of semi-public goods, polarization of public opinion, discrimination,
lack of qualified personnel);

technical and technological (lack of modern equipment for the production and
consumption of a cultural product, lack of infrastructure, etc.);

economic (growth in costs for the production of a cultural product, economic
instability, inflation, a decrease in consumer solvency, unpredictability of consumer
behavior, export-import strategy, tax burden, etc.);

market (falling product prices, piracy, decrease in sales volumes, increased
competition, shadow market, etc.);

financial (high costs for the production of prototypes, lack of funding for innovative
projects, lack of credit programs for startups, high level of financial investment for
some industries in the sector, etc.);

production (quality of a cultural product, creation of a standardized cultural product,
copyright protection, etc.);

political (making ineffective political decisions, lobbying interests, a threat to the
decentralization process, lack of specialized legislation in the sector, insufficient level
of ensuring the cultural rights of citizens, etc.).

The typification of risks by their levels of manageability (fully manageable, partially managed
and unmanaged) contributes to:

setting priorities in risk management;

reducing risks in the development of production and financial strategies for the
implementation of state policy in the field of CCI;

the use of information technology and intelligent information systems for making
management decisions.

Thus, the toolkit for generating scenarios for the implementation of state policy in the field of
culture should have knowledge about:

available implementation strategies not only at the level of a predefined set of actions;
the effectiveness of the strategy implementation in accordance with reality;

reactions to unknown situations (risks, challenges, opportunities) that may arise
during the life cycle of the implementation of public policy.

When using the ontological approach, it is important to separate the ontology of the domain
from the ontology of problems solved in this domain [6], [7], [8].

This makes it possible to more conveniently describe the dynamic processes of the
problems being solved on the basis of static data and knowledge of the domain. Therefore,
to ensure the subsequent intellectualization of the generation of options (alternatives) of
management decisions, it is advisable to use:

ontological model of the domain;

ontological model of the process of constructing an appropriate scenario for the
implementation of state policy in the field of culture;

an ontological model of the process of constructing an appropriate scenario for the
economic development of the cultural sphere.

The ontological model proposed by the authors can be represented as M = <V, C, K, L, A>,

where:

V — a set of nodes (primary elements, terms of domain);
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C — a set of connecting elements of ontological model (of the corresponding ontograph),
each of which defines a certain fragment of ontological model (of the ontograph);

K is the set of key vertices of the ontograph, each of which defines a certain class of
equivalent (of the same type) elements of the ontograph (K < V);

L is a set of labels of elements (alphabet of elements) of the ontograph, each of which
specifies a certain base class of equivalent elements of the ontograph.

Such classes of elements of ontological model include following classes:

nodes of the ontograph,

connecting elements of the ontograph,

key vertices of the ontograph,

ontograph labels,

incidence relations defined on the set of elements of the ontograph.

A is a set of incidence relations that are defined on a set of ontograph elements. All
incidence relationships are binary oriented relationships.

To implement each ontological model, it is necessary to select directly the entities and
the relationships between them (knowledge base), as well as the interpretation functions
defined for this knowledge base.

The interpretation functions will make it possible to use the created knowledge base for
solving various problems of forming the state policy of economic development of the CClI,
presented in metaontology and ontologies of a lower level.

The complex of ontological models used to generate management decisions in the
formation of the state policy of economic development of the CCI is presented in the form of
a semantic network of ontologies (ontograph) [9].

The ontograph reflects the relationship between the individual components of the cultural
industry (its structural and organizational elements, etc.) and is intended for:

¢ choice of management decisions;
e establishing links between components at the same level and at different levels.

The vertices in the ontograph are various models of the subject area CCI, and the edges
are the relations of detailing and decomposition of these models (Figure 1).

The complex of models includes:

¢ metaontology, as a model of the upper level of generalization;

e ontological model of the domain (cultural and creative industries);

e an applied ontology of the formation procedure (generation) and adoption of
managerial decisions (strategic and tactical) in the management systems of CCI
efficiency.

Metaontology is used as a tool for integrating various models of cultural and creative
industries and the most general description of the state policy of their economic
development. The domain ontological model details some of the top-level metaontology
concepts.

The applied ontology of the procedure for the formation and adoption of managerial
decisions is intended for the design of appropriate information systems based on ontologies
[10]. The complex of models can be extended by various models of the subject area. The
model of the subject area - cultural and creative industries - is shown in Figure 1.

This model displays the main directions of the implementation of state policy in the
context of the development of the creative economy.
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Figure 1. Model of CCI

The ontological model of domain is a formalized description of knowledge about the goals,
tasks, works, results and resources of all their cultural projects.

The ontological model is the semantic basis for creating information support for the
processes of forming the state policy of economic development of the CCI.

The purpose of the developed ontological model of domain in the context of solving the
problem of forming scenarios of state policy in the field of CCl is to describe the events of the
scenario, drawing up a plan for the economic development of CCI, then when constructing
an ontological model, the concepts are highlighted based on their influence on the formation
of positive and negative financial flows generated by a cultural project.

The questionnaire survey of the Ukrainian CCI stakeholders (more than 50
representatives of SSH (show business, cinema and theater figures, heads of avent
agencies, creative directors of advertising companies, etc.)) made it possible to form a list of
significant factors for the implementation of professional activities in the sector and the
development of CClI state policy.

A fragment of the ontograph of the public policy generalized model for the development
of the CCI with an indication of the main concepts for the classes Management,
Development and Policy_factures is built in the Protege environment [11], [12] and is shown
in Figure 2.
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A more detailed description of the ontograph for the Development class is shown in Figure 3.
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Figure 3. Ontograph for the Development class.

The detailed description of the ontograph for the Culture_Management class is shown in
Figure 4.
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Figure 4. Ontograph for the Culture_Management class.

The structure of the knowledge model based on the proposed ontological approach to
modeling should ensure the relationship between:

e alternative strategies for the formation and implementation of the state policy of
economic development of the CCI;

¢ the most possible and probable risks, the negative consequences of which can be
minimized through the implementation of a particular strategy;

e characteristics and features of the formation (generation) of control decisions at the
current stage of the life cycle of the CCI project.

The strategic scenario of the state policy for the economic development of the CCI can be
represented by a complex of optimal management decisions in the production, marketing
and financial areas of the CCI project, taking into account the acceptable level of risk, the
desired results, the degree of attainability of goals, and the necessary resources.

Formation of Scenarios of the CCl Development

Creation of scenarios for the formation of the state economic policy of the CCI development
takes into account the planning goals and requires the replenishment of the knowledge base
with the necessary information to generate appropriate management decisions.

The degree of scenario detailing directly affects the detail of the subsequent financial
calculations for the CCI project and the choice of tools for quantitative substantiation of
management decisions.

When formulating scenarios for the state policy of CCl economic development at the
initial stages of the life cycle, the following is considered:

e the general direction of the formation (planning) of the CCI development;
e duration of the CCI project investment stage;
e the duration of the practical implementation of management decisions in the CClI;
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¢ the term for obtaining results from the implementation of the adopted decisions.
Generation of management decisions that lead to adaptive transformation of scenarios uses:

e aformalized description of scenarios for the formation of the state policy of economic
development of the CCl;

o knowledge about the subject area and its environment, accumulated in the knowledge
base of the corresponding intelligent information system;

e reasonable forecasts of the influence of potential risk factors (external and internal).

The proposed approach to the formation of the state policy of the CCI economic
development on the basis of ontological modeling is built on the following principles.

o formation of scenarios (their decomposition and synthesis) is performed with taking
into account the following:
= the logic of the implementation processes of state support for the development of
CCl;
= political, managerial and other aspects of the CCI project based on the
corresponding ontological model;
e variety of scenarios should be based on observed and / or predicted cultural trends,
e content of the scenarios varies depending on the stage of implementation of the state
policy for the development of the CCI.

The proposed technology, on the one hand, forms a framework for full discrete coverage
of the area of permissible management decisions, and on the other hand it allows the
scenarios to be flexibly filled with events with taking into account the required planning detail,
as well as taking into account the assumptions of the CCI project authors and the decision
maker (in their role can be customers and the state).

The use of ontological modeling is effective when negotiating between stakeholders and
participants in the CCI project, for example:

e project manager - resource providers (in the formation of managerial decisions and
conditions for cooperation to ensure strategies for the state policy of economic
development of the CClI);

e project manager - potential producers of a cultural product, information agencies (in
the formation of management decisions and conditions for cooperation to ensure
information strategies);

e project manager - potential investors, patrons, sponsors (when forming managerial
decisions and terms of cooperation to ensure project financing).

The work did not provide for the use of Wikidata, which may not always fully reflect some
specific features of CCI.

Conclusion

The unified approach to the generation of management decisions and the corresponding
intelligent information system has been developed on the basis of ontological modeling of the
processes that form the state policy of CCl economic development.

Using ontological modeling and an appropriate knowledge base, it is possible to
generate management decisions at any stage of the life cycle of a cultural project.

Ontographs of various levels of generalization are formed in ontological modeling -
metaontology, domain ontology and applied ontology for generating the corresponding
management decisions.

Metaontology is based on classes of concepts, a system of goals and strategies,
organizational and functional structures, a system of criteria for the effectiveness of state
policy of economic development of the CCI.

136



Tkachenko et al. | Bus. Inf. Sys. 1 (2021) "BIS 2021"

The ontological model of the subject area can be applied at such stages as the
development and formalization of the state policy strategy of the CCl economic development,
the formation of the corresponding scenarios for the CCI functioning and development.
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Abstract. Domain-specific knowledge representation is an essential element of efficient man-
agement of professional training. Formal and powerful knowledge representation for training
systems can be built upon the semantic web standards, which enable reasoning and complex
queries against the content. Virtual reality training is currently used in multiple domains, in par-
ticular, if the activities are potentially dangerous for the trainees or require advanced skills or
expensive equipment. However, the available methods and tools for creating VR training sys-
tems do not use knowledge representation. Therefore, creation, modification and management
of training scenarios is problematic for domain experts without expertise in programming and
computer graphics. In this paper, we propose an approach to creating semantic virtual training
scenarios, in which users’ activities, mistakes as well as equipment and its possible errors are
represented using domain knowledge understandable to domain experts. We have verified the
approach by developing a user-friendly editor of VR training scenarios for electrical operators
of high-voltage installations.

Keywords: semantic web, ontologies, virtual reality, training, scenarios

1 Introduction

Progress in the quality and performance of graphics hardware and software observed in recent
years makes realistic interactive presentation of complex virtual spaces and objects possible
even on commodity hardware. The availability of diverse inexpensive presentation and inter-
action devices, such as glasses, headsets, haptic interfaces, motion tracking and capture sys-
tems, further contributes to the increasing applicability of virtual (VR) and augmented reality
(AR) technologies. VR/AR applications have become popular in various application domains,
such as e-commerce, tourism, education and training. Especially in training, VR offers signifi-
cant advantages by making the training process more efficient and flexible, reducing the costs,
liberating users from acquiring specialized equipment, and eliminating risks associated with
training in a physical environment.

Training staff in virtual reality is becoming widespread in various industrial sectors, such as
production, mining, gas and energy. However, building useful VR training environments requires
competencies in both programming and 3D modeling, as well as domain knowledge, which is
necessary to prepare practical applications in a given domain. Therefore, this process typically
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involves IT specialists and domain specialists, whose knowledge and skills in programming and
3D modeling are usually low. Particularly challenging is the design of training scenarios, as it
typically requires advanced programming skills, and the level of code reuse in this process is
low. High-level componentization approaches commonly used in today’s content creation tools
are insufficient because the required generality and versatility of these tools inevitably leads to
high complexity of the content design process. Therefore, the availability of user-friendly tools
for domain experts to design VR training scenarios using domain knowledge becomes essential
to reduce the required time and effort, and consequently promote the use of VR in training.

A number of solutions enabling efficient modeling of VR content using techniques for do-
main knowledge representation have been proposed in previous works. In particular, the se-
mantic web provides standardized mechanisms to describe the meaning of any content in a
way understandable to both users and software. The semantic web is based on description
logics, which permit formal representation of concepts, roles and individuals. Such represen-
tations can be subject to reasoning, which leads to the inference of implicit knowledge based
on explicit knowledge, as well as queries including arbitrarily complex conditions. These are
significant advantages for the creation and management of content by users in different do-
mains. However, usage of the semantic web requires skills in knowledge engineering, which is
not acceptable in the practical preparation of VR training. Thus, the challenge is to elaborate a
method of creating and managing semantic VR scenarios, which could be employed by users
who do not have advanced knowledge and skills in programming, 3D modeling and knowledge
engineering.

In this paper, we propose a new method of building and managing VR training scenarios
based on semantic modeling techniques with a user-friendly editor. The editor enables domain
experts to design scenarios in an intuitive visual way using domain knowledge described by
ontologies. Our approach takes advantage of the fact that in concrete training scenes and
typical training scenarios, the variety of 3D objects and actions is limited. Therefore, it becomes
possible to use ontologies to describe available training objects and actions, and configure them
into complex scenarios based on domain knowledge.

The work described in this paper has been performed within a project aiming at the develop-
ment of a flexible VR training system for electrical operators. All examples, therefore, relate to
this application domain. However, the developed method and tools can be similarly applied to
other domains, provided that relevant 3D objects and actions can be identified and semantically
described.

The remainder of this paper is structured as follows. Section 2 provides an overview of
the current state of the art in VR training applications and a review of approaches to semantic
modeling of VR content. Section 3 describes an ontology of training scenarios. The proposed
method of modeling training scenarios is described in Section 4. An example of a VR training
scenario along with a discussion of the results is presented in Section 5. Finally, Section 6
concludes the paper and indicates possible future research.

2 Related Work
2.1 Training in VR

VR training systems enable achieving a new quality in employee training. With the use of
VR, it becomes possible to digitally recreate real working conditions with a high level of fidelity.
Currently available systems can be categorized into three main groups: desktop systems, semi-
immersive systems and fully immersive systems. Desktop systems use mainly traditional pre-
sentation and interaction devices, such as a monitor, mouse and keyboard. Semi-immersive
systems use advanced VR/AR devices for presentation, e.g., head-mounted displays (HMD),
and interaction, e.g., motion tracking. Immersive systems use advanced VR/AR devices for
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both presentation and interaction. Below, examples of VR training systems within all of the
three categories are presented.

The ALENn3D system is a desktop system developed for the energy sector [1]. The system
enables interaction with 3D content displayed on a 2D monitor screen, using a mouse and
a keyboard. Scenarios implemented in the system mainly focus on training the operation of
power lines and consist of actions performed by line electricians. The system includes two
modules: a VR environment and a course manager. The VR environment can operate in three
modes: virtual catalog, learning and evaluation. The course manager is a browser application
that allows trainers to create courses, register students, create theoretical tests and monitor
learning progress.

An example of a semi-immersive system is the IMA-VR system [2]. It enables specialized
training in a virtual environment aimed at transferring motor and cognitive skills related to the
assembly and maintenance of industrial equipment. The specially designed IMA-VR hardware
platform is used to work with the system. The platform consists of a screen and a haptic
device. This device allows a trainee to interact and manipulate virtual training scenes. The
system records accomplished tasks and statistics, e.g., time, required assistance, errors made
and correct steps.

An example of a fully immersive AR system is the training system for repairing electrical
switchboards developed by Schneider Electric in cooperation with MW PowerLab [3]. The sys-
tem is used for training in operation on electrical switchboards and replacement of their parts.
The system uses the Microsoft HoloLens HMD. After a user puts on the HMD, the system scans
the surroundings for an electrical switchboard. The system can work in two ways: providing tips
on a specific problem to be solved or providing general tips on operating or repairing the switch-
board.

2.2 Semantic modeling of VR content

A number of works have been devoted to ontology-based representation of 3D content, includ-
ing a variety of geometrical, structural, spatial and presentational elements. A comprehensive
review of the approaches has been presented in [4]. Existing methods are summarized in Table
Five of the methods address the low (graphics-specific) abstraction level, while six meth-
ods address a high (general or domain-specific) abstraction level. Three of those methods are
general—may be used with different domain ontologies. For the methods that address a high
abstraction level in specific application domains, the domains are indicated.

Table 1. Comparison of semantic 3D content modeling methods

Level of Abstraction
Approach Low (3D graphics) High (application domain)

De Troyer et al. [5]-9] v general
Gutiérrez et al. [10], [11] v/ humanoids
Kalogerakis et al. [12] v -
Spagnuolo et al. [13]-[15] - humanoids
Floriani et al. [16], [17] v -
Kapahnke et al. [18] - general
Albrecht et al. [19] - interior design
Latoschik et al. [20]-[22] - general
Drap et al. [23] - archaeology
Trellet et al. [24], [25] - molecules
Perez-Gallardo et al. [26] v -

The presented review indicates that there is a lack of a generic method that could be used
for creating interactive VR training scenarios in different application domains. The existing
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ontologies are either 3D-specific (with focus on static 3D content properties) or domain-specific
(with focus on a single application domain). They lack domain-independent conceptualization
of actions and interactions, which could be used by non-technical users in different domains to
generate VR applications with limited help from graphics designers and programmers. In turn,
the solutions focused on 3D content behavior, such as [27], [28], do not provide concepts and
roles for representation of training scenarios.

3 Ontological Representation of VR Training Scenarios

A scenario ontology has been designed to enable semantic representation of VR training sce-
narios. The scenario ontology consists of a TBox and an RBox. The TBox is a specification of
classes (concepts) used to describe training scenarios. The RBox is a specification of proper-
ties (roles) of instances (individuals) of the classes. A particular training scenario is an ABox
including instances of TBox classes described by RBox properties. The scenario ontology and
particular training scenarios are separate documents implemented using the RDF, RDFS and
OWL standards. RDF is the data model for the ontology and scenarios. In turn, RDFS and
OWL provide vocabularies, which enable expression of such relations as concept and role in-
clusion and equivalence, role disjointedness, individual equality and inequality, and negated
role membership.

The entities specified in the scenario ontology as well as the relations between them are
depicted in Fig. The entities encompass classes (rectangles) and properties (arrows) that
fall into three categories describing: the workflow of training scenarios, objects and elements
of the infrastructure, and equipment necessary to execute actions on the infrastructure.

Scenario |
Step
| Equipment |« Activity | | Object |
s ~ y \ v(State »-o___ mmmmoCmamy
Action —{ Context | P— 1 Element |
h ~ > State =7 - -
¥ N 8 p — = \
Enron | i Interactive Dependent

\__Element ) __Element

Figure 1. Ontology of VR training scenarios

Every scenario is represented by an individual of the Scenario class. A scenario consists
of at least one Step, which is the basic element of the workflow, which consists of at least
one Activity. Steps and activities correspond to two levels of generalization of the tasks to be
completed by training participants. Activities specify equipment required when performing the
works. In the VR training environment, it can be presented as a toolkit, from which the user
can select the necessary tools. Steps and activities may also specify protective equipment.
Actions, which are grouped into activities, specify particular indivisible tasks completed using
the equipment specified for the activity. Actions are executed on infrastructural components of
two categories: Objects and Elements, which form two-level hierarchies. A technician, who
executes an action, changes the State of an object’s element (called Interactive Element),
which may affect elements of this or other objects (called Dependent Elements). For example,
a control panel of a dashboard is used to switch on and off a transformer, which is announced
on the panel and influences the infrastructure. N-ary relations between different entities in a
scenario are represented by individuals of the Context class, e.g., associated actions, elements
and states. Non-typical situations in the workflow are modeled using Errors and Problems.
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While errors are due to the user, e.g., a skipped action on a controller, problems are due to the
infrastructure, e.g., a controller’s failure.

4 Designing VR Training Scenarios

The concept of the method of modeling VR training scenarios is depicted in Fig. |2, The method
consists of two main stages, which are accomplished using two modules of the editor we have
developed. At the first stage, electricians who directly train new specialists provide primary
information about scenarios using the Scenario Editor tool. At the second stage, the information
collected from the first stage is used by the managers of technical teams to refine, manage and
provide scenarios in their final form using the Semantic Scenario Manager. Next, the final
scenarios are used to train specialists with the VR application.

Creating VR Training
Scene and Scenarios

Managing Training
Scenario
[wrcanoroeamncn |

o= =ame

u

[T r——
pr e

Database of objects
and equipment

Semantic VR Training Scenario KB
(ABox)

e

Scenario ontology (TBox and RBox)

VR Training Application

VR Training Scene

Figure 2. Knowledge base driven design of VR training scenarios

4.1 Scenario Editor

The Scenario Editor is a visual tool based on MS Excel. Its main goal is to enable efficient and
user-friendly collection of data about training scenarios by electricians who directly work with
trainees and the high-voltage installations.

Scenarios are stored as Excel files based on a specific scenario template. A single scenario
is represented by several worksheets, each worksheet contains numerous rows with data. Data
in a row is organized in a pair <attribute, value>. Rows containing data relating to the same
topic are grouped into sections, where each section is identified by a header. The Scenario
Exporter has been implemented as an Excel extension using C# programming language. lts
class diagram is presented in Fig. [3]

The OntologyStore class is responsible for managing mappings between scenario content
(scenario sections and rows within the sections) and elements of the scenario ontology (classes
and properties). The mappings are stored in a template file—the same file which is used by
the Scenario Editor. While instantiating, the OntologyStore class parses the template file and
builds in-memory object-oriented representation of the mappings.

143



Flotynski et al. | Bus. Inf. Sys. 1 (2021) "BIS 2021"

Mappingitem

H

TemplateFile
7
I

<<<<<<<<

DataTuple ValueTypeltem

P. use>> | ScenarioFile |
------ >
I
I
\V,
<<Interface>> PR AccessDatabaseServ ‘ Interfac
IDatabaseService I -"TTrT--o L o e G
OracleDatabaseServi A
_____ i
i
L
- RdfGenerator Interface>>
e B R SqlServerDatabaseServi P | ssuser> 5 IRaWrer
lidProvider |
| A TurtleRdfFile
A A ' T generate
v | ‘ e
I \ I
I I \ I
' ! Graph s TurtieWriter | ! o
fffffffff riNode
erator
> O
0. LiteralNod
Tripl -subject N Interface>> | Lo
-predicate INod <
o —
~object : lankiics

Figure 3. The Scenario Exporter class diagram

Each row in the template file is described by the corresponding mapping unit(s). A single
mapping unit consists of three entities: Class, Property and Range. The Class entity defines a
class which will be assigned to a domain individual introduced in the row of scenario content.
Examples of such domain individuals are Scenario Step, Step Activity, and Activity Action. The
Property entity defines an object property or a data property. The domain of that property is a
class specified inline or above a row the given property is associated with. If it is a data property,
the Range entity must be void; in this case, while exporting scenario content, the value inserted
in a given scenario row is used as the object of the serialized triple. If it is an object property,
the Range entity must be set to a class the object property refers to with optional name of a
data property specified. While exporting scenario content, when no name of the data property
is specified, the last seen individual of that class is used as the object of the serialized triple.
Otherwise, when the name of the data property is specified, the last seen individual having the
specific property value is used.

The mapping units can be aggregated, i.e., more than a single mapping unit can be specified
for a single scenario row. In this case, while exporting scenario content for a single row, more
than one RDF triple will be generated.

The resulting knowledge base includes data from two sources: the Excel file containing
scenario content and a database of scene objects and equipment. The classes responsible
for parsing those data sources are the ScenarioParser and the DatabaseParser respectively,
both inheriting from the parent abstract class PrincipleParser. The parser classes generate
instances of the DataTuple class, which represents data in an agnostic manner, i.e., indepen-
dently of its origin. While conducting a parse, the parser classes use the OntologyStore class
to obtain references to the appropriate mappings; the references are stored in instances of the
DataTuple class together with the data value. To gain independence from the physical storage
of data in various databases, the DatabaseParser class uses implementations of the /IDatabas-
eService interface.

The RdfGenerator class represents an implementation of the IKnBaseGenerator interface
for generating a semantic knowledge base in a form of RDF triples. The generating process
performs as follows. First, the generator is fed with instances of the DataTuple class containing
data values together with corresponding mappings to ontology elements. Then, the generator
iterates through all data tuples and transforms them to appropriate RDF triples according to
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mappings. Because, in general, a data tuple can have several mapping units assigned, each
data tuple can result in more than one RDF triple generated.

The generated RDF triples are stored in a form of a semantic graph represented by the
Graph class. An RDF triple is represented by the Triple class and consists of three entities:
subject, predicate and object. These entities are included within the graph as its nodes and are
represented by various classes being implementations of the INode interface:

+ the UriNode class: a node with a full identifier (a name), used to uniquely represent an
RDF triple entity within the whole graph,

* the LiteralNode class: a node with a literal text value, enriched with optional metadata:
data type and language, used to store single data values of scenario content,

 the BlankNode class: an anonymous node (without a public identifier), used to group a
set of other nodes into a subgraph.

The lldGenerator interface defines a method for generating RDF triples with domain-specific
identifiers for individuals of objects, elements and states included in a knowledge base. The
IdGenerator class, which implements this interface, first uses the IQueryManager implemented
as the QueryManager class to query the semantic graph for all mentioned above individuals.
Next, it uses the [/ldProvider implemented as the IdProviderDatabase class to retrieve the
appropriate identifiers from the database of objects and equipment. Finally, RDF triples with
the identifiers are generated and asserted into a semantic graph implemented through the
Graph class.

A semantic graph can be serialized to a text file or saved to a remote triple store. The
TurtleWriter class is used to serialize a graph to a text file compliant with Turtle syntax.

4.2 Semantic Scenario Manager

The Semantic Scenario Manager is an intuitive visual tool based on Windows Presentation
Foundation, which is used by the managers of electricians’ teams. Its main goal is to enable
refinement and management of the particular training scenarios on the basis of data provided
by the electricians using the Scenario Editor.

The Semantic Scenario Manager presents a user with a number of simple and intuitive
forms enabling modification of scenario elements. The forms include the names of attributes
as well as textboxes or drop-down lists, where the user can provide the necessary information
(Fig. ). The values presented in the drop-down lists are acquired from the scenario ontology.
The user needs to provide general information, such as the type of work and a scenario title.
Also, the scenario must be classified as elementary, complementary, regular, or verifying. Next,
based on the type of work, the user gives information about the works: their category, symbol,
technology used and workstation number. The last step is to provide which elements of pro-
tective equipment are necessary to complete the training. The user can choose the equipment
from a list.

After completing the general information about the scenario, the manager can review and
modify the particular steps, activities and actions that trainees need to perform in this scenario.
In each scenario, at least one step with at least one activity with at least one action must
be specified (cf. Section [3). Actions are associated with interactive and dependent objects’
elements as well as possible problems and errors that may occur during the action.

The manager can refine and manage the details of the scenario by editing its tree view,
which is a widespread and intuitive form of presentation of hierarchical data (Fig. [5). The
hierarchy encompasses the scenario steps, activities, actions, problems, errors and objects,
which are distinguished by different icons. The user can expand and collapse the list of sub-
items for every item in the tree. The user can also visually add, modify and delete the items in

145



Flotynski et al. | Bus. Inf. Sys. 1 (2021) "BIS 2021"

SEMANTYCZNY EDYTOR SCENARIUSZY =
Plik Uzytkownik  Walidaja

Scenariusz
Informacje ogélne

Typ prac

Tytut szkolenia Kiadu do przegladu p pradowonap polu i 110KY Kruszwica

Cel szkolenia

Podstawowe Tk
Uzupetniajace Nie
Okresowe Nie
Weryfikacyjne Nie
Dorazne Nie

Cechy dla PPN

Kategoria PPN Technologie PPN pray a

Symbol Technologii PPN ™2

Nazwa Technologii PPN

Nr stanowiska w kagowie i

Figure 4. Basic scenario data in the Semantic Scenario Manager

the tree using the toolbar and the context menu. The order of the steps, activities and actions
can be altered by dragging and dropping.
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Figure 5. Scenario details tab with the tree view and a form for an activity

During the scenario design, the manager can potentially make a mistake leading to un-
expected results in the VR training scene. For that reason, the Semantic Scenario Manager
validates the entire scenario against the Scenario Ontology (cf. Section [3) to check whether
the scenario is correct. The validation is the consistency checking process on the Scenario
Ontology combined with the ABox describing the scenario. It verifies multiple elements of the
scenario, including mandatory fields and permitted values, the number of steps, activities and
actions, as well as relations between individual instances of classes. The Semantic Scenario
Manager highlights the incorrect attributes and the encompassing tree items.

5 Demonstration and Discussion

Training of employees in practical industrial environments requires designing new and modify-
ing existing training scenarios efficiently. In practice, the number of scenarios is by far larger
than the number of training scenes. One of the possible applications of our approach is the
representation of the training of operators of high-voltage installations. In this case, typically,
one 3D model of an electrical substation is associated with at least a dozen different scenarios.
These scenarios include learning daily maintenance operations, reactions to various problems
that may occur in the installation as well as reactions to infrastructure malfunction.
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In the presented approach, all scenarios are knowledge bases structured according to the
generic scenario ontology. The scenario ontology consists of 343 axioms, 18 classes, 34 object
properties and 47 datatype properties, which can be used in different scenarios. A scenario
knowledge base is an ABox specifying a concrete training scenario consisting of steps, activities
and actions, along with its elements and infrastructure objects, which are described by classes
and properties specified in the scenario ontology (Fig. [6). Scenario knowledge bases are
encoded in OWL/Turtle.

To perform training, a scenario knowledge base is imported into the VR Training Application
by an importer module, which — based on the scenario KB — generates the equivalent object
model of the scenario. An example view of a user executing the "Karczyn” VR training scenario
action is presented in Fig. [7]
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Figure 6. VR training scenario represented as a semantic knowledge base (fragment)
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Figure 7. VR training scenario — control room view (left), outside view (right)

The example scenario "Karczyn” covers the preparation of a trainee for specific maintenance
work and consists of 4 steps, 11 activities and 17 actions. For each action, there are dependent
objects (44 in case of this scenario). For each step, activity, action and object, the scenario
provides specific attributes (9-10 for each item). For each attribute, the name, value, command
and comment are provided. In total, the specification of the course of the scenario consists
of 945 rows in Excel. In addition, there are 69 rows of specification of errors and 146 rows
of specification of problems. The scenario also covers protective equipment, specific work
equipment and others.

The generic scenario ontology (TBox) encoded in OWL takes 1,505 lines of code and 55,320
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bytes in total. The "Karczyn” scenario saved in Turtle (which is a more efficient way of encoding
ontologies and knowledge bases) has 2,930 lines of code and 209,139 bytes in total.

Implementation of the "Karczyn” scenario directly as a set of Unity 3D C# scripts would lead
to very complex code, difficult to verify and maintain even by a highly-proficient programmer.
The design of such a scenario is clearly beyond the capabilities of most domain experts dealing
with the everyday training of electrical workers.

An important aspect to consider is the size of the scenario representations. The total size of
the "Karczyn” Unity 3D project is 58 GB, while the size of the executable version is only 1.8 GB.
Storing 20 scenarios in editable form as Unity projects would require 1.16 TB of disk space.
Storing 20 scenarios in the form of semantic knowledge bases requires only 4MB of storage
space (plus the size of the executable application).

The use of semantic knowledge bases with a formal ontology described in this paper en-
ables the concise representation of training scenarios and provides means of editing and veri-
fying scenarios correctness with user-friendly and familiar tools.

6 Conclusions and Future Works

The approach proposed in this paper enables the semantic representation of training scenarios,
which is independent of particular application domains. The representation can be used in
various domains when accompanied by domain-specific knowledge bases and 3D models of
objects. In this regard, it differs from the approaches summarized in Table [1} which are not
related to training, even if they permit representation of 3D content behavior.

The approach enables flexible modeling of scenarios at a high level of abstraction using
concepts specific to training instead of forcing the designer to use low-level programming with
techniques specific to computer graphics. The presented editor, in turn, enables efficient and
intuitive creation and modification of the scenarios by domain experts. Hence, the method
and the tool make the development of VR applications, which generally is a highly technical
task, attainable to non-technical users allowing them to use the terminology of their domains of
interest in the design process.

Future works include several elements. First, the environment will be extended to support
collaborative creation of scenarios by distributed users. Second, we plan to extend the training
application to support not only the training mode, but also the verification mode of operation
with appropriate scoring based on user’s performance. Finally, we plan to extend the scenario
ontology with concepts of parallel sequences of activities, which can be desirable for multi-user
training, e.g., in firefighting.
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Abstract. Knowledge graphs are used as a source of prior knowledge in numerous computer
vision tasks. However, such an approach requires to have a mapping between ground truth
data labels and the target knowledge graph. We linked the ILSVRC 2012 dataset (often
simply referred to as ImageNet) labels to Wikidata entities. This enables using rich knowl-
edge graph structure and contextual information for several computer vision tasks, traditionally
benchmarked with ImageNet and its variations. For instance, in few-shot learning classifica-
tion scenarios with neural networks, this mapping can be leveraged for weight initialisation,
which can improve the final p erformance metrics v alue. We mapped all 1 000 | mageNet la-
bels — 461 were already directly linked with the exact match property (P2888), 467 have exact
match candidates, and 72 cannot be matched directly. For these 72 labels, we discuss dif-
ferent problem categories stemming from the inability of finding an exact m atch. Semantically
close non-exact match candidates are presented as well. The mapping is publicly available at
https://github.com/DominikFilipiak/imagenet-to-wikidata-mapping.

Keywords: ImageNet, Wikidata, mapping, computer vision, knowledge graphs

Introduction

Thanks to deep learning and convolutional neural networks, the field of computer vision experi-
enced rapid development in recent years. ImageNet (ILSVRC 2012) is one of the most popular
datasets used for training and benchmarking models in the classification task for computer vi-
sion. Nowadays, an intense effort can be observed in the domain of few- [17] or zero-shot
learning [16] which copes with various machine learning tasks, for which training data is very
scarce or even non-available. More formally, N-way K-shot learning considers a setting, in
which there are N categories with K samples to learn from (typically K < 20 in few-shot learn-
ing). This is substantially harder from standard settings, as deep learning models usually rely
on a large number of samples provided. One of the approaches to few-shot learning considers
relying on some prior knowledge, such as the class label. This can be leveraged to improve
the performance of the task. For instance, Chen et al. [4] presented Knowledge Graph Trans-
fer Network, which uses the adjacency matrix built from knowledge graph correlations in order
to create class prototypes in a few-shot learning classification. M ore g enerally, knowledge-
embedded machine learning systems can use knowledge graphs as a source of information for
improving performance metrics for a given task. One of these knowledge graphs is Wikidata
[15], a popular collaborative knowledge graph.
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Our main research goal concentrates on facilitating general-purpose knowledge graphs en-
abled computer vision methods, such as the aforementioned knowledge graph transfer network.
In this paper, we provide a mapping between ImageNet classes and Wikidata entities, as this is
the first step to achieve this goal. Our paper is inspired by and built on top of the work of Nielsen
[12] — he first explored the possibility of linking ImageNet WordNet synsets with Wikidata. We
also aim at providing detailed explanations for our choices and compare the results with these
provided by Nielsen. Our publicly available mapping links WordNet synset used as ImageNet
labels with Wikidata entities. It will be useful for the aforementioned computer vision tasks.
Practical usage scenarios consider situations in which labelling data is a costly process and the
considered classes can be linked to a given graph (that is, for few- or zero-shot learning tasks).
However, simpler tasks, such as classification, can also use context knowledge stemming from
rich knowledge graph structure (in prototype learning [18], for instance).

The remainder of this paper is structured as follows. In the next section, we briefly discuss
related work. Then, in the third section, we provide detailed explanations about the mapping
process, which is focused on the entities which do not have a perfect match candidate. The
next section provides some analytics describing the mapping, as well as a comparison with
automated matching using a NERD tool — entity-fishing [7]. The paper is concluded with a
summary. Most importantly, the mapping is publicly available’.

Background and Related Work

To provide a mapping between ILSVRC 2012 and Wikidata, it is necessary to define some
related terms first. This requires introducing a few additional topics, such as WordNet, since
some concepts (such as structure) in ILSVRC 2012 are based on the former. This section
provides a comprehensive overview of these concepts. We also enlist the existing literature on
the same problem of finding this specific mapping. To the best of our knowledge, there were
only two attempts to achieve this goal — both are described below.

WordNet is a large lexical database of numerous (primarily) English words [11]. Nouns
and verbs have a hierarchical structure and they are grouped altogether as synsets (sets of
synonyms) in WordNet. Historically, this database paid a significant role in various pre-deep
learning era artificial intelligence applications (it is still used nowadays, though). ImageNet [5]
is a large image database, which inherited its hierarchical structure from WordNet. It contains
14,197,122 images and 21841 WordNet-based synsets at the time of writing, which makes it
an important source of ground-truth data for computer vision. ImageNet Large Scale Visual
Recognition Challenge (abbreviated as ILSVRC) [13] was an annual competition for computer
vision researchers. The datasets released each year (subsets of original ImageNet) form a pop-
ular benchmark for various tasks to this day. The one released at ILSVRC 2012 is particularly
popular and commonly called ImageNet? up to this date. It gained scientific attention due to the
winning architecture AlexNet [9], which greatly helped to popularise deep learning. ImageNet is
an extremely versatile dataset — architectures coping with it usually have been successful with
different datasets as well [2]. Models trained on ImageNet are widely used for transfer learning
purposes [8].

Launched in 2012, Wikidata [15] is a collaborative knowledge graph hosted by Wikimedia
Foundation. It provides a convenient SPARQL endpoint. To this date, it is an active project
and it is an important source of information for e.g. Wikipedia articles. Due to its popular-
ity, size, and ubiquity, Wikidata can be considered as one of the most popular and successful
knowledge graph instances along with DBpedia [1] and Freebase-powered [2] Google Knowl-
edge graph. Given the recent interest in the ability to leverage external knowledge in computer
vision tasks [4], it would be therefore beneficial to map ImageNet classes to the correspond-

"https://github.com/DominikFilipiak/imagenet-to-wikidata-mapping
2From now on, we will refer to ILSVRC 2012 dataset as simply ImageNet, unless directly stated otherwise.
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ing Wikidata entities. The idea itself is not new, though the full mapping was not available to
this date. To the best of our knowledge, Nielsen [12] was the first to tackle this problem. He
summarised the encountered problems during preparing the mapping and classified them into
few categories. These categories include missing synsets on Wikidata, matching with a dis-
ambiguation page, discrepancies between ImageNet and WordNet, differences between the
WordNet and the Wikidata concepts with similar names, and multiple semantically similar items
in WordNet and Wikidata. Nielsen described his effort in detail, though the full mapping was
not published. Independently, Edwards [6] tried to map DBpedia and Wikidata to ImageNet (in
a larger sense, not ILSVRC 2012) using various pre-existing mappings and knowledge graph
embeddings methods, such as TransE [3], though the results of such mapping have not been
published as well. Contrary to these papers, we publish our mapping.

Mapping

This section is devoted to the mapping between the ImageNet dataset and Wikidata. First,
we explain our approach in order to provide such mapping. Then, we identify and group key
issues, which occurred in the mapping process. We also provide more detailed explanations
for the most problematic entities.

To prepare the mapping, we follow the approach and convention presented by Nielsen.
Namely, we use synset names from WordNet 3.0 (as opposed to, for example, WordNet 3.1).
That is, we first check the skos:exactMatch (P2888) property in terms of an existing mapping
between Wikidata entities and WordNet synsets. This has to be done per every ImageNet
class. For example, for the ImageNet synset n02480855 we search for P2888 equal to http:
//wordnet-rdf .princeton.edu/wn30/02480855-n using Wikidata SPARQL endpoint. Listing
1 provides a SPARQL query for this example.

SELECT =
WHERE {
7item wdt:P2888 7uri.
FILTER STRSTARTS(STR(?uri),
< "http://wordnet-rdf.princeton.edu/wn30/02480855-n") .

Listing 1. Matching WordNet with Wikidata entities using SPARQL.

As of November 2020, there are 461 already linked synsets out of 1000 in ImageNet using
wdt :P2888 property. For the rest, the mapping has to be provided. Unlike Edwards [6], we
do not rely on automated methods, since the remaining 539 entities can be checked by hand
(although we test one of them in the next section). Using manual search on Google Search, we
found good skos:exactMatch candidates for the next 467 ImageNet classes. These matches
can be considered to be added directly to Wikidata, as they directly reflect the same concept.
For the vast majority of the cases, a simple heuristics was enough — one has to type the synset
name in the search engine, check the first result on Wikipedia, evaluate its fithess and then use
its Wikidata item link. Using this method, one can link 928 classes in total (with 467 entities
matched by hand).

Sometimes, two similar concepts were yielded. Such synsets were a subject of qualitative
analysis, which aimed at providing the best match. Similarly, sometimes there is no good
match at all. At this stage, 72 out of 1000 classes remain unmatched. Here, we enlist our
propositions for them. We encountered problems similar to Nielsen [12], though we propose a
different summary of common issues. We categorised these to the following category problems:
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Table 1. Mapping — hyponymy.

WordNet 3.0 synset Wikidata Entity
n03706229 (magnetic compass) Q34735 (compass)
n02276258 (admiral) Q311218  (vanessa)
n03538406 (horse cart) Q235356  (carriage)
n03976467 (Polaroid camera, Polaroid Land camera) Q313695  (instant camera)
n03775071 (mitten) Q169031  (glove)
n02123159 (tiger cat) Q1474329 (tabby cat)
n03796401 (moving van) Q193468  (van)
n04579145 (whisky jug) Q2413314  (jug)
n09332890 (lakeshore) Q468756  (shore)
n01685808 (whiptail, whiptail lizard) Q1004429 (Cnemidophorus)
n03223299 (doormat) Q1136834 (mat)
n12768682 (buckeye, horse chestnut, conker) Q11009 (nut)
n03134739 (croquet ball) Q18545 (ball)
n09193705 (alp) Q8502 (mountain)
n03891251 (park bench) Q204776  (bench)
n02276258 (admiral) Q311218  (vanessa)

hyponymy, animals and their size, age, and sex, ambiguous synsets, and non-exact match.
Each of these represents a different form of a trade-off made in order to provide the full mapping.
This is not a classification in a strict sense, as some of the cases could be placed in several of
the aforementioned groups.

Hyponymy. This is the situation in which the level of granularity of WordNet synsets did not
match the one from Wikidata. As a consequence, some terms did not have a dedicated entity.
Therefore, we performed semantic inclusion, in which we searched for a more general “parent”
entity, which contained this specific case. Examples include magnetic compass (extended to
compass), mitten (glove), or whisky jug (jug). The cases falling to this category are presented
in Table 1.

Animals and their size, age, and sex. This set of patterns is actually a subcategory of
the hyponymy, but these animal-related nouns provided several problems worth distinguishing.
The first one considers a situation in which a WordNet synset describes the particular sex of
a given animal. This information is often missing on Wikidata, which means that the broader
semantic meaning has to be used. For example, drake was mapped to duck, whereas ram, tup
to sheep. However, while hen was linked to chicken, for cock, rooster (n01514668) there exist
an exact match (Q2216236). Another pattern considers distinguishing animals of different age
and size. For instance, lorikeet in WordNet is defined as “any of various small lories”. As this
definition is a bit imprecise, we decided to use loriini. In another example eft (juvenile newt) was
linked to newt. Similarly, there is eastern and western green mamba, but WordNet defines it as
“the green phase of the black mamba”. The breed of poodle has three varieties (toy, miniature,
and standard poodle), but Wikidata does not distinguish the difference between them — all were
therefore linked to poodle (Q38904). These mappings are summarised in Table 2.

Ambiguous synsets. This is a situation in which a set of synonyms does not necessarily
consist of synonyms (at least in terms of Wikidata entities). That is, for a synset containing at
least two synonyms, there is at least one possible Wikidata entity. At the same time, the broader
term for a semantic extension does not necessarily exist, since these concepts can be mutually
exclusive. For instance, for the synset African chameleon, Chamaeleo chamaeleon there exist
two candidates on Wikidata, Chamaeleo chamaeleon and Chamaelo africanus. We choose
the first one due to the WordNet definition — “a chameleon found in Africa”. Another synset,
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Table 2. Mapping — animals and their size, age, and sex.

WordNet 3.0 synset Wikidata Entity
n01847000 (drake) Q3736439 (duck)
n01514859 (hen) Q780 (chicken)
n01806143 (peacock) Q201251  (peafowl)
n02412080 (ram, tup) Q7368 (sheep)
n01820546 (lorikeet) Q15274050 (loriini)
n01631663 (eft) Q10980893 (newt)
n01749939 (green mamba) Q194425  (mamba)
n02113624 (toy poodle) Q38904 (poodle)
n02113712 (miniature poodle) Q38904 (poodle)
n02113799 (standard poodle) Q38904 (poodle)
n02087046 (toy terrier) Q37782 (English Toy Terrier)

academic gown, academic robe, judge’s robe contains at least two quite different notions —
we have chosen academic dress, as this meaning seems to be dominant in the ImageNet.
Harvester, reaper is an imprecise category in ImageNet since it offers a variety of agricultural
tools, not only these suggested by the synset name. Bonnet, poke bonnet has a match at
Wikidata’s bonnet, though it is worth noticing that ImageNet is focused on babies wearing this
specific headwear. The mapping of this category can be found in Table 3.

Non-exact match. Sometimes, however, there is no good exact match for a given synset
among Wikidata entities. At the same time, the broader term might be too broad. This leads to
unavoidable inaccuracies. For example, for nipple we have chosen its meronym, baby bottle.
Interestingly, nipple exists in Polish Wikidata, though it does not have any properties, which
makes it useless in further applications. Other examples involve somewhat similar meaning
— tile roof was mapped to roof tile, or steel arch bridge to through arch bridge. Plate rack
was linked to dish drying cabinet, though it is not entirely accurate, as the ImageNet contains
pictures of things not designated to drying, but sometimes for dish representation. In other
example, we map baseball player to Category:baseball players. ImageNet contains photos
of different kinds of stemware, not only goblet. Cassette was linked to a more fine-grained
synset (audio cassette) as the images present audio cassettes in different settings. Table 4
summarises the mappings falling into this category.

ImageNet itself is not free from errors, since it is biased towards certain skin colour, gender,
or age. This is a great concern for ethical artificial intelligence scientists since models trained
on ImageNet are ubiquitous. There are some ongoing efforts to fix it with a more balanced
set of images, though [19]. Beyer et al. [2] enlisted numerous problems with ImageNet, such
as single pair per image, restrictive annotation process, or practically duplicate classes. They
proposed a set of new, more realistic labels (Real) and argued that models trained in such a
setting achieve better performance. Even given these drawbacks, ImageNet is still ubiquitous.
Naturally, the presented mapping inherits problems presented in ImageNet, such as these in
which images roughly do not present what the synset name suggests. This problem was pre-
viously reported by Nielsen [12] — he described it as a discrepancy between ImageNet and
WordNet. As for some examples, this might include radiator, which in ImageNet represents
home radiator, whereas the definition on Wikidata for the same name describes a bit more
broad notion (for instance, it also includes car radiators). Monitor is a similar example since it
might be any display device, though in ImageNet it is connected mostly to a computer display.
Sunscreen, sunblock, sun blocker represent different photos of products and their appliance on
the human body, which look completely different and might be split into two distinct classes.
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Table 3. Mapping — ambiguities.

WordNet 3.0 synset

Wikidata Entity

n01694178

n02669723

n02894605

n01755581

n03110669
n03899768
n04258138
n03016953
n02114548

n13133613
n04509417
n01729322
n01735189
n02017213
n02013706
n04008634
n09399592
n01644900

n02395406
n02443114

n03017168
n02088466
n03595614
n03065424
n03594945
n01753488

n03496892
n02869837

(African chameleon, Chamaeleo
chamaeleon)

(academic gown, academic robe, judge’s
robe)

(breakwater, groin, groyne, mole, bul-
wark, seawall, jetty)

(diamondback, diamondback rattlesnake,
Crotalus adamanteus)

(cornet, horn, trumpet, trump)

(patio, terrace)

(solar dish, solar collector, solar furnace)
(chiffonier, commode)

(white wolf, Arctic wolf, Canis lupus tun-
drarum)

(Ear, spike, capitulum)

(unicycle, monocycle)

(hognose snake, puff adder, sand viper)
(garter snake, grass snake)

(European gallinule, Porphyrio porphyrio)
(limpkin, aramus pictus)

(projectile, missile)

(promontory, headland, head, foreland)
(tailed frog, bell toad, ribbed toad, tailed
toad, Ascaphus trui)

(hog, pig, grunter, squealer, Sus scrofa)
(polecat, fitch, foulmart, foumart, Mustela
putorius)

(chime, bell, gong)

(bloodhound, sleuthhound)

(fersey, t-shirt)

(colil, spiral, volute, whorl, helix)

(jeep, land rover)

(horned viper, cerastes, sand viper,
horned asp, Cerastes cornutus)
(harvester, reaper)

(bonnet, poke bonnet)

Q810152 (Chamaeleo africanus)

Q1349227 (academic dress)

Q215635 (breakwater)

Q744532 (eastern diamondback rat-
tlesnake)

Q202027 (cornet)

Q737988 (patio)

Q837515 (solar collector)

Q2746233 (chiffonier)

Q216441 (Arctic wolf)

Q587369 (Pseudanthium)

Q223924 (unicycle)

Q5877356 (hognose)

Q1149509 (garter snake)

Q187902 (Porphyrio porphyrio)

Q725276  (limpkin)

Q49393  (projectile)

Q1245089 (promontory)

Q2925426 (tailed frog)

Q787 (pig)

Q26582  (Mustela putorius)

Q101401 (bell)

Q21098  (bloodhound)

Q131151 (t-shirt)

Q189114 (spiral)

Q946596 (off-road vehicle)

Q1476343 (Cerastes cerastes)

Q1367947 (reaper)
Q1149531 (bonnet)
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Table 4. Mapping — non-exact matches.

WordNet 3.0 synset Wikidata Entity
n04311004 (steel arch bridge) Q5592057 (through arch bridge)
n01737021 (water snake) Q2163958 (common water snake)
n07714571 (head cabbage) Q35051 (white cabbage)
n01871265 (tusker) Q7378 (elephant)
n04344873 (studio coach, day bed) Q19953097 (sofa bed)
n07714571 (head cabbage) Q35051 ((white) cabbage)
n03961711 (plate rack) Q1469010 (dish drying cabinet)
n04505470 (typewriter keyboard) Q46335 (typewrriter)
n03825788 (nipple) Q797906  (baby bottle)
n04435653 (tile roof) Q268547  (roof tile)
n09835506 (baseball player) Q7217606 (Category:baseball players)
n02966687 (carpenter’s Kit, tool kit) Q1501161 (foolbox)
n02860847 (bobsleigh — sleigh) Q177275  (bobsleigh — sport)
n04493381 (tub, vat) Q152095  (bathtub)
n03443371 (goblet) Q14920412 (stemware)
n02978881 (cassette) Q149757  (audio cassette)

Analytics

We also check to what extent the process can be automated, as it might be useful for larger
subsets of ImageNet (in a broad sense). In this section, we present the results of such an
investigation. We also provide a concise analysis of the number of direct properties, which is a
crucial feature in spite of the future usage of the mapping in various computer vision settings.

Foppiano and Romary developed entity-fishing [7], a tool for named entity recognition and
disambiguation (abbreviated as NERD). This tool can be employed in order to provide an auto-
matic mapping between ImageNet and Wikidata. We used indexed data built from the Wikidata
and Wikipedia dumps from 20.05.2020. For this experiment, each synset is split on commas.
For example, a synset barn spider, Araneus cavaticus (n01773549) is split into two synset el-
ements: barn spider and Araneus cavaticus. For each of these elements, the term lookup
service from entity-fishing is called, which searches the knowledge base for given terms in
order to provide match candidates. Since this service provides a list of entities ranked by its
conditional probability, we choose the one with the highest value.

We start with the 461 already linked instances, which can be perceived as ground-truth data
for this experiment. Among them, for 387 (84%) synset elements there was at least one correct
suggestion (for example, for a previously mentioned synset barn spider and Araneus cavati-
cus at least one was matched to Q1306991). In particular, 286 (62%) synsets were correctly
matched for all its elements (for example, for a previously mentioned synset barn spider and
Araneus cavaticus were both matched to Q1306991). While these results show that NERD tools
can speed up the process of linking by narrowing down the number of entities to be searched
for in some cases, it does not replace manual mapping completely — especially in more com-
plicated and ambiguous cases, which were mentioned in the previous section. Nevertheless,
for the remaining 539 synsets which were manually linked, an identical NERD experiment has
been performed, which resulted in similar figures. For 448 (83%) synsets, entity-fishing pro-
vided the same match for at least one synset element. Similarly, for 342 synsets (63%) the tool
yielded the same match for all elements. Albeit these figures can be considered as relatively
not low, they prove that the mapping obtained in such a way might consider some discrepancies
and justify the process presented in the previous section.
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Table 5. Most popular properties in the mapping (occurrences of the same properties of a given
entity was counted as one).

property label count
P646 (Freebase ID) 932
P373 (Commons category) 927
P18 (image) 911
P8408 (KBpedia ID) 687
P910 (fopic’s main category) 681
P279 (subclass of) 659
P1417 (Encyclopeedia Britannica Online ID) 618
P8814 (WordNet 3.1 Synset ID) 551
P31 (instance of) 524
P1014 (Art & Architecture Thesaurus ID) 482

Similarly to Nielsen, we also count the number of the direct properties available in Wikidata.
This is a crucial feature since it enables to leverage knowledge graph structure. Listing 2 shows
the query used for obtaining the number of properties for Q29022. The query was repeated for
each mapped entity. Figure 1 depicts a histogram of direct properties for the 1000 mapped
classes. This histogram presents the right-skewed distribution (normal-like after taking the
natural logarithm) with the mean at 28.28 (o = 22.77). Only one entity has zero properties (wall
clock).

In total, there are 992 Wikidata entities used in the mapping, as some of them were used
several times, like the mentioned poodle. These entities displayed 626 unique properties in to-
tal. The most popular ones are listed in Table 5. In the optics of computer vision, an important
subset of these categories includes P373 (Commons category) P910 (topic’s main category),
and P279 (subclass of), as they directly reflect hyponymy and hypernymy with the knowledge
graph. Such information can be later leveraged in the process of detecting (dis-)similar nodes in
a direct way. For example, using e.g. graph path distance in SPARQL for entities sharing com-
mon ancestors considering a given property. However, SPARQL does not allow to count the
number of arbitrary properties between two given entities. Using graph embedding is a potential
workaround for this issue. For example, one can calculate the distances from 200-dimensional
pre-trained embeddings provided by the PyTorch-BigGraph library [10]. Another possible direc-
tion considers leveraging other linked knowledge graphs, such as Freebase (P646), which is
linked to the majority of considered instances.

SELECT (COUNT (?7property) AS ?7count)
WHERE {
wd:Q29022 7property []
FILTER STRSTARTS(STR(?property),
< "http://www.wikidata.ord/prop/direct/")

Listing 2. Counting direct properties for a single mapped entity. Based on: Nielsen [12].

Summary

In this paper, we presented a complete mapping of ILSVRC 2012 synsets and Wikidata. For
461 classes, such a mapping already existed in Wikidata with skos:exactMatch. For other 467
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Figure 1. A histogram of direct properties.

classes, we found candidates, which match their corresponding synset. Since 72 classes do not
have a direct match, we proposed a detailed justification of our choices. We also compared our
mapping with the one obtained from an automated process. To the best of our knowledge, we
are the first to publish the mapping ImageNet and Wikidata. The mapping is publicly available
for use and validation in various computer vision scenarios.

Future work should focus on empirically testing the mapping. Our results are intended to
be beneficial for general-purpose computer vision research since the graphs can be leveraged
as a source of contextual information for various tasks, as our analysis showed that the vast
majority of the linked entities have a certain number of direct properties. This fact can be
utilised according to the given computer vision task. For example, it may be used to generate
low-level entity (label) embeddings and calculate distances between them in order to create a
correlation matrix used in Knowledge Graph Transfer Network [4] in the task of few-shot image
classification. This architecture leverages prior knowledge regarding the semantic similarity
of considered labels (called correlation matrix in the paper), which are used for creating class
prototypes. These prototypes are used to help the classifier learn novel categories with only few
samples available. Correlations might be calculated using simple graph path distance, as well
as using more sophisticated low-dimensional knowledge graph embeddings and some distance
metrics between each instance. In this case, this will result in a 1000x 1000 matrix, as there
are 1000 labels in ImageNet. Embeddings from pre-trained models might be used for this task
(such as the aforementioned PyTorch-BigGraph embeddings).

Future work might also consider extending the mapping in a way that allows considering
larger subsets of ImageNet (in a broad sense), such as ImageNet-6K [4], the dataset, which
consists of 6000 ImageNet categories. Preparation of such a large mapping might require a
more systematic and collaboratively-oriented approach, which can help to create, verify and
reuse the results [20]. The presented approach can also be used for providing mappings with
other knowledge graphs and ImageNet. Another possible application might consider further
mapping to the actions, which might be particularly interesting for applications in robotics, where
robots would be deciding which actions to take based on such mappings [14].
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Abstract. Many personality theories suggest that personality influences c ustomer shopping
preference. Thus, this research analyses the potential ability to improve the accuracy of the
collaborative filtering recommender system by incorporating the F ive-Factor M odel personal-
ity traits data obtained from customer text reviews. The study uses a large Amazon dataset
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Keywords: Recommender system, Predictive modelling, Big five, Personality traits, Big data
analytics, Amazon dataset

Introduction

Recommender systems (RSs) are nowadays a very important element that is influencing cus-
tomer digital experience in electronic services. Many major companies such as Amazon, Net-
flix, or Spotify are successfully employing effective RSs in their businesses and are seeking to
improve their algorithms even further. Therefore, research in this domain seems justified.

There are three main types of recommender systems: content-based (CB), collaborative
filtering (CF), and hybrid recommender systems [1]. CB uses similarities among items, e.g.,
recommending movies of the same genre or news articles on the same topic. A slightly dif-
ferent technique is used in CF. It exploits similarity and relationships among users to provide
recommendations [2]. RSs algorithms exploit a different kind of information about the user or
items to provide the most accurate recommendations [3].

Exploiting customer personality data seems very appealing to many researchers since it
was explored in many studies related to RSs [4]-{6]. Personality theories researchers claim that
human personality traits have a significant influence on customer preferences and subsequently
on behavior [7], [8]. Therefore, they seem to be a promising predictor of customer behavior.
It is especially important in digital markets where customer personality characteristics can be
inferred from their digital footprints [9], [10].

1 Research Background

1.1 Customer Personality Traits Identification

In the existing literature, there are many different personality models and personality descrip-
tions [11]-{13]. However, the most commonly used personality model is the Five-Factor Model
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(FFM), also known as the Big Five model, proposed by [14] and extended by the work of [15].
According to this approach, there are five basic dimensions of personality: extraversion, neu-
roticism, openness to experience, agreeableness, and conscientiousness. The Big Five model
has been verified in a significant number of empirical studies and has been subjected to psy-
chometric verification on many occasions [16], [17].

Considering the above, personality traits can be successfully used in many different re-
search applications and business scenarios. However, before personality traits can be used,
they must be identified in the first place. The most obvious and usually the most reliable ap-
proach for identifying FFM personality traits is through psychological questionaries. There were
developed many different questionaries for this purpose [18], [19]. However, those questionar-
ies require the user a considerable take time to complete and it is not an easy task to persuade
users to donate their time to complete them. Therefore, collecting such data using this tech-
nique can be is very expensive and large-scale datasets with personality traits data collected
from questionaries are extremely rare. For this reason, researchers and practitioners are trying
to infer customer or user personality traits from other data sources such as social media [20],
[21], multiple types of digital footprints [22], user-written texts [23]-[26], or speech and video
(e.g., face detection and analysis)[25].

1.2 Personality-based Recommender Systems

Through the years, there have been many attempts to incorporate personality traits into RSs.
Several publications by [27]—[30] propose and examine an interesting application of personality-
based RS (TWIN) in online tourism domain. Their RS produces recommendations based on
the user personality model retrieved from the plain text. For their study, they have collected
14,000 text reviews of 1,030 people. To evaluate the performance of the TWIN system they
applied their RS to suggest hotels by filtering out reviews produced by people with like-minded
views to those of the user. Unfortunately, most of their work is focused on extracting the right
personality type from the text, and little is said about the efficiency of the recommendations
provided by the RS.

The study carried out by [31] introduced a novel Active-Learning (AL) technique for ad-
dressing the cold-start problem in RSs. Their proposed technique uses the FFM as its basis to
provide a user with personalized rating requests, without completely relying on explicit feedback
(e.g. ratings) or implicit feedback (e.g. item views or purchases) which is usually not available
in cold-start situations. Their study claims that their AL method leads to a higher increase in the
number of acquired user ratings in comparison to a state-of-the-art rating elicitation strategy.
The downside of this study is undoubtedly a small evaluation dataset that covered only 108
participants (required to fill a personality questionnaire).

Very extensive state-of-the-art research related to the application of personality data in RS
was presented by [32]. The paper describes different personality models (with the main fo-
cus on FFM), a correlation between personality and user preferences, personality identifica-
tion techniques, an overview of the publicly available datasets for RS, different applications
of personality data in RS (cold-start problem, diversity cross-domain recommendations, group
recommendations), and open issues and challenges related to the usage of personality in RS.

An interesting example of how to incorporate user personality profile acquires through anal-
ysis of the written reviews to RS domain is presented by [5]. Their goal in this study was to
incorporate user personality traits into RS and find out whether it would allow improving the
accuracy of predicted ratings. The technique used for rating prediction was Kernelized Proba-
bilistic Matrix Factorization (KPMF). The evaluation of their study was based on the experiment
which was conducted on the (crawled) IMDB dataset of 2,087 users and 3,500 movies. The
ability to identify the personality traits was based on a supervised model trained on the publicly
available MyPersonality dataset (social media dataset of 250 users with their personality traits).
They have trained six different models and calculated RMSEs based on the test dataset. The
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results suggest that the worst score was achieved by the non-optimized Matrix Factorization
model, and the most effective model uses a combination of the textual features and the pre-
dicted personality scores. Unfortunately, KPMF does not seem to be easily scalable for big
datasets.

The six month’s study on 1,800 users described by [33] also suggests that it is possible to
improve user satisfaction when we integrate users’ personality traits into the process of gen-
erating recommendations. A recent line of research keeps investigating possible applications
of personality data in the RS, especially, in the context of user digital footprints such as text
reviews.

The study by [34] identifies the lifestyle of a customer by analyzing text reviews published
on Amazon and predicts consumers’ purchasing preferences. The interesting results of their
experiment conducted on Amazon Review Dataset show that online lifestyles significantly im-
prove recommendation performance and outperform the widely used FFM personality traits as
a whole.

A similar study on Amazon Review Dataset was conducted by [35]. The paper suggests that
movie preferences correlate with specific product purchase preferences. This finding seems to
be in line with the lifestyle preferences correlation.

Another FFM personality-based RS based on text reviews was proposed by [36]. However,
the authors added to the model user’s level of knowledge about various domains. Their results
claim that the proposed model performs better in both MAE and RMSE metrics compared to
the other two models (CTR and TWIN).

Finally, RS for e-clothing store based on personality traits, demographics, and behavior of
customers in time context was presented by [37]. Their proposed method was compared with
different baselines (matrix factorization and ensemble). The results revealed that the proposed
method led to a significant improvement in traditional CF performance, and with a significant
difference (more than 40%), performed better than all baselines.

1.3 Literature Review Conclusions

Summing up this literature review, the most common model of personality is the FFM, which
is composed of the factors openness, conscientiousness, extraversion, agreeableness, and
neuroticism. It is suitable for RS since it can be quantified with feature vectors that describe the
degree to which each factor is expressed in a user. There are different ways of acquisition of
personality traits factors. Generally, those techniques can be grouped into explicit techniques
(e.g., questionnaires) and implicit techniques (e.g., identification based on social media, text, or
other electronic behavior). While explicit techniques provide relatively accurate assessments of
the personalities they are intrusive and time consuming for potential users. However, predicting
personality from online texts is a growing trend for researchers. Moreover, FFM traits can be
incorporated to RS using pre-filtering [38], KPMF [39], Convex collective matrix factorization
[40], or Consistent collective matrix [41]. However, all the approaches besides pre-filtering are
not easily scalable and implementable in big data environments. Most researchers working in
the area of RS agree that user personality data can improve the quality of recommendations.
However, there are still open issues and challenges that need to be addressed to improve
the adoption of personality in RS. First of all, most of the studies were based only on a small
number of participants (very often ranging from 50 to about 100 participants). Therefore, there
is a significant research gap of studies leveraging Big Data for personality-based RS. Moreover,
many of the state-of-the-art methods are not easily scalable for large datasets and Big Data
technologies.
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2 Experimental Design

2.1 Research Framework

The main goal of the experiment conducted in this study was to integrate the information con-
tained in the users’ text reviews into a RS, and in particular, investigate whether FFM personality
traits, as reflected in the text generated by users, would allow improving the Root Mean Square
Error (RMSE) of predicted ratings. To incorporate FFM personality traits into the Collaborative-
filtering model it was decided to use the contextual pre-filtering technique since it is easily scal-
able and the easiest to implement in the first place. Figure [1| presents a research framework
for the designed experiment. The first step of the experiment was preprocessing the Amazon
Reviews. Then, based on the text-reviews, FFM personality traits of Amazon users were iden-
tified. For the given group of users product purchases with ratings were extracted and merged
with personality data. The next step involved creating a RS model that incorporated personality
traits (using pre-filtering) and RS without taking into account personality traits. Finally, both RS
models were evaluated and compared.

2.2 Dataset

The analysis was carried out using a subset of Amazon Reviews Dataset collected by [42] and
publicly available[ﬂ The initial dataset covers 233.1 million Amazon reviews between 1998 and
2018. However, to capture the latest trends of customers’ behavior and to limit computational
power required to process the data, the selected subset used for this study covered the last
two years available in the dataset (from the 1st of October 2016 to the 1st of October 2018).
Moreover, only reviews of the users with at least five text reviews were selected. Additional
filtering was applied to remove empty reviews, errors, and those that did not have a verified
purchase status. The final dataset used in this study covered 34,467,155 reviews of 2,968,635
users. The dataset size applied in this study is a significant advantage since there are very
few studies of personality-based recommender systems that leverage big data. Different sub-
sets of the same Amazon Reviews Dataset were used in different research scenarios by [34],
[36], [43]-[45] and many more scholars. For the purpose of machine learning algorithms, this

'http://jmcauley.ucsd.edu/data/amazon/
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dataset was divided into the training dataset and testing dataset in proportion 80:20. There-
fore, the training dataset covered 27,573,175 customer records and the testing dataset covered
6,893,980 customer records.

2.3 Personality Prediction Engine

To identify FFM personality traits from the text reviews there was used a pre-trained model
based on the research with open source code published by [46]. The author of the code was
inspired by the work of [24]. Publicly available pre-trained modeﬂ according to the author,
was trained on four different datasets: Stream-of-consciousness Essays, The NRC Emotion
Lexicon, Myers-Briggs Personality Type Dataset, and the Scraped Data From Reddit. Stream-
of-consciousness Essays dataset is a publicly available dataset of 2,468 anonymous essays
tagged with the authors’ FFM personality traits. It is the gold standard from psychology since
the data was collected in a controlled environment [47]. The NRC Emotion Lexicon is a list
of English words and their associations with eight basic emotions (anger, fear, anticipation,
trust, surprise, sadness, joy, and disgust) and two sentiments (negative and positive). It is also
publicly availabIeE] and covers about 14,000 words. Myers-Briggs Personality Type Dataset can
be found freely on Kaggleﬂ This dataset was collected through the PersonalityCafe forum and
provides 8,600 rows of data on peoples’ personality type, as well as what they have written.
Finally, the Scraped Data From Reddit is the only dataset that is not publicly available. This
dataset was used in the research by [48] and was provided by the author of the paper. It covers
scraped data from personality subreddits, where people show their personality types in the
forum and therefore provide labeled text comments and posts.

The author of the pre-trained model combined all those different sources into one mutual
dataset, extracted features from text to vectorize the data with bags of words and GloVe ap-
proach, and tested several supervised classification learning algorithms (SVM, Decision Tree,
Naive Bayes, Logistic Regression, and Random Forest). The best models for predicting specific
FFM personality traits were selected for the final model. The evaluation of the model presented
by the author achieves the following accuracy 77.18% (Extraversion), 61.74% (Neuroticism),
75.51% (Agreeableness), 70.34% (Conscientiousness), and 80.39% (Openness). Those re-
sults are within the range of the state-of-the-art papers analyzed in the literature review. There-
fore, the usage of this pre-trained model seems justified. Similar approaches were presented
in papers by [5] or [36].

2.4 Product Recommender Engine

For the purpose of the research, the CF algorithm was chosen for the RS engine since it
is relatively accessible in the implementation across different domains and the Amazon Re-
view Dataset contains the (essential for the CF) product ratings. Specifically, Alternating Least
Squares (ALS) matrix factorization technique available in the spark.ml library was implemented
in PySpark according to the Spark documentatiorﬂ The experiment based on two approaches
was designed. The first approach aimed to construct a RS based on one large dataset ig-
noring the personality traits, while the second approach involved a pre-filtering technique to
incorporate personality traits into the RS.

2.4.1 Big Data RS.

The first approach was based on one large training dataset containing solely user ratings for
products they purchased. To perform hyperparameter tuning based on 5-fold cross-validation,
the sub dataset containing 567,917 records (user ratings) was selected (using random sam-
pling). It allowed to significantly reduce computing power required to train and cross-validate

2https://github.com/jkwieser/personality-detection-text
Shttps://www.saifmohammad.com/WebPages/NRC-Emotion-Lexicon.htm
*https://www.kaggle.com/datasnaek/mbti-type
Shttps://spark.apache.org/docs/latest/ml-collaborative-filtering.html
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models with a different set of hyperparameters. The set of paremeters for the model tuning
was based on the experience with other similar projects and the literature. The following code
snipped represents a parameter grid used in hyperparameter tuning:

param_grid = ParamGridBuilder () \

.addGrid (als.rank, [10, 50, 100, 150]) \
.addGrid (als .regParam, [.01, .05, .1, .15]) \
.build ()

Then, having selected the best hyperparameters the model was trained on the whole train-
ing dataset (without sampling) and evaluated on the test dataset using RMSE score.

2.4.2 Contextual Personality-aware RS.

The second approach aimed to investigate whether FFM personality traits, as reflected in the
text generated by users, would allow improving the Root Mean Square Error (RMSE) of pre-
dicted ratings. The pre-filtering technique was used to divide the training dataset into homoge-
nous datasets according to the identified personality traits of the users. The threshold for per-
sonality traits was set to 0.5 since the evaluation of this predictive model (described by the
author) also used the same value. It means that if a given user was assigned by the model
value 1 then the probability of a given FFM trait for him/her was more than 0.5, otherwise, 0
was assigned. The subsets of the training dataset were created using two filters: selecting user
data according to every FFM combination and selecting user data according to the particular
personality traits (selecting users with a given FFM trait, ignoring other traits).

3 Results

3.1 Evaluation Criteria

Recommender systems are popularly evaluated through two main measures: Root Mean Squared
Error (RMSE) and Mean Absolute Error(MAE) [49], [50]. However, most cost functions in
Machine Learning avoid using MAE and rather use a sum of squared errors or Root Means
Squared Error. Moreover, the famous Netflix Prize competition also selected RMSE score as
the evaluation criteria [51]. Therefore, for this study RMSE is used as an evaluation metric.
The smaller RMSE, the better the RS. In this case, it allowed comparing RS without personality
traits and RS with incorporated personality traits.

3.2 Evaluation Results

Regarding the Big Data RS, the results of the hyperparameter tuning of the ALS model re-
vealed that the best performing model (according to RMSE) consisted of the following parame-
ters: als.rank=150 and als.regParam=0.15. Then, the ALS model with those hyperparameters
was trained on the whole training dataset. Evaluation conducted on the test dataset achieved
the RMSE score of 1.1498. It seems to be a satisfactory result for a RS. Evaluation of the
Contextual Personality-aware RS was also conducted on the same test dataset. 37 subsets
were selected that correspond to the combinations of the personality data traits. Then, for each
personality-homogenous group, there were trained a RS model with hyperparameter tuning
(the same parameter grid as used in the RS without personality traits). Each RS was evaluated
on part of the test dataset which covered users with corresponding personality traits. Detailed
evaluation results with comparison are presented in the Table [{]and Table [2|

The above results indicate that the RS trained on personality-homogenous groups achieves
worse average RMSE scores than the RS trained on one diversified big dataset. It may indi-
cate that applying big data is more efficient than using smaller homogenous personality-based
groups.
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EXT | NEU | AGR | CON | OPN | TRAINING SIZE | TESTING SIZE | CPRS RMSE | BDRS RMSE
0 0 0 0 0 12086 2972 2.3469 1.2508
0 0 0 0 1 230965 57500 1.7227 1.2107
0 0 0 1 0 6949 1770 2.1362 1.1954
0 0 0 1 1 81455 20173 1.9830 1.2034
0 0 1 0 0 13023 3307 2.2307 1.2298
0 0 1 0 1 223708 55574 1.7468 1.2038
0 0 1 1 0 8005 1986 2.2390 1.1879
0 0 1 1 1 91404 22726 1.9603 1.1813
0 1 0 0 0 36605 9061 2.1506 1.2466
0 1 0 0 1 1339587 334993 1.4730 1.2122
0 1 0 1 0 20568 5299 2.2398 1.2062
0 1 0 1 1 406794 101676 1.6215 1.2011
0 1 1 0 0 39359 9559 2.1474 1.2106
0 1 1 0 1 1265592 316421 1.4581 1.1979
0 1 1 1 0 21121 5177 2.2114 1.1703
0 1 1 1 1 504280 126517 1.5560 1.1829
1 0 0 0 0 18692 4652 2.3970 1.1517
1 0 0 0 1 997850 249192 1.4310 1.1634
1 0 0 1 0 10976 2761 2.2642 1.1487
1 0 0 1 1 262347 65518 1.6328 1.1506
1 0 1 0 0 49798 12323 1.9741 1.0615
1 0 1 0 1 2159161 539039 1.3084 1.1383
1 0 1 1 0 14245 3600 2.3315 1.0873
1 0 1 1 1 328325 82385 1.5692 1.1450
1 1 0 0 0 52366 13097 2.0576 11777
1 1 0 0 1 6239635 1561631 1.2565 1.1612
1 1 0 1 0 31665 8003 2.1272 1.1244
1 1 0 1 1 1737094 435300 1.3494 1.1470
1 1 1 0 0 138069 34554 1.6726 1.0941
1 1 1 0 1 9269617 2316122 1.1722 1.1246
1 1 1 1 0 36538 9136 2.1399 1.1100
1 1 1 1 1 1925296 481956 1.3220 1.1334

WEIGHTED AVERAGE RMSE 1.3134 1.1498

Table 1. RMSE Scores For Contextual Personality-aware Recommender Systems (CPRS)
versus the Big Data Recommender Systems (BDRS) - Disjoint Datasets

TRAINING | TESTING | CPRS | BDRS

EXT | NEU | AGR | CON ) OPN SIZE SIZE RMSE | RMSE
1 * * * * 23271674 | 5819269 | 1.1438 | 1.1403

* * * * 23064 186 | 5768 502 | 1.1581 | 1.1494

* * 1 * * 16 087 541 | 4 020 382 | 1.1567 | 1.1371

* ¥ * * 5490239 | 1370806 | 1.2534 | 1.1511

* * * * 1 27064012 | 6 765821 | 1.1513 | 1.1503

Table 2. RMSE Scores For Contextual Personality-aware Recommender Systems (CPRS)
versus the Big Data Recommender Systems (BDRS) - Overlapping Datasets
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4 Discussion

Based on the evaluation results, the paper contributes in pointing out to other researchers that,
even though personality traits are indeed very important in RS, incorporating personality traits
using contextual pre-filtering is not as efficient as leveraging the whole dataset. Since those
findings are based on Amazon.com’s large dataset covering many different product domains, it
allows expecting that the results can be generalized to other e-commerce platforms as well.

5 Limitations

Every study has limitations and this research is no exception. First of all, this experiment
was based only on verified reviews. Hence, the people who purchased the product without
reviewing it are not considered in this analysis. Secondly, to identify FFM personality traits
from the text reviews there was used a pre-trained model trained on different texts. Otherwise,
the study would require a huge number of Amazon users to fill in the FFM personality traits
questionnaire which would be a difficult task to accomplish. However, as mentioned before,
similar approaches were used by other researchers in this domain as well. Finally, the analysis
was based on user accounts that might be shared with others (e.g. members of the family).

6 Future Work

First of all, future research should investigate further fragmentation of personality trait levels
rather than having only two states (0 and 1). Exploiting different levels of personality traits (e.g.,
low, medium, and high levels of extraversion) may improve the accuracy of RS. Moreover, other
techniques than pre-filtering can be explored to incorporate personality traits into RS. Finally,
exploring similarities in the way users write text reviews (different than FFM personality traits)
by applying NLP techniques may be also a good direction to extend this study.
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Abstract. Given a large collection of transactions containing items, a basic common asso-
ciation rules problem is the huge size of the extracted rule set. Pruning uninteresting and
redundant association rules is a promising approach to solve this problem. In this paper, we
propose a Condensed Representation for Positive and Negative Association Rules represent-
ing non-redundant rules for both exact and approximate association rules based on the sets of
frequent generator itemsets, frequent closed itemsets, maximal frequent itemsets, and minimal
infrequent itemsets in database B. Experiments on dense (highly-correlated) databases show
a significant reduction of the size of extracted association rule set in database B.

Keywords: Association rules, Generator itemsets, Closed itemsets, Maximal itemsets, Minimal
infrequent itemsets.

1 Introduction and Motivations

Positive and negative association rules (PNAR) mining have been studied extensively in Data
mining problem. Let X and Y be two disjoints itemsets, an association rule X — Y states that
a significant proportion in database B containing items in the premise (or antecedent) X also
contain items in the consequent (or conclusion) Y. This rule can indicate the positive relations
between different items, is called positive association rule (PAR) in database B. the association
rule at other three forms X — Y, X — Y and X — Y, which can indicate the negative relations
between items in database B, are called negative association rules (NAR) in database B.

A basic common association rules problem is the huge number of association rules gen-
erated many of which are uninteresting (Definition @) and redundant (Definition B). Many ap-
proaches [13], [14], [16], based on traditional measure confidence [1], has been developed for
reducing the size of the extracted rule set. However, no method to prune uninteresting associa-
tion rules (UAR) has been found in the literature. Indeed, this classic measure confidence is not
efficient to prune uninteresting rules. In addition, these approaches are insufficient, because
they consider only the positive association rules, and this, with less selective pair support-
confidence [1]. Therefore, discovering NAR, which can be interest to several domains [4], [6],
[11], [15] such as Artificial Intelligence, Machine Learning, Data Mining, Big Data, Visualization,
Marketing, Web mining, etc, is much more less developed than PAR due to the significant prob-
lem complexity caused by high computational cost and huge search space in calculating NAR
candidates.

In this paper, we propose a Condensed Representation representing non-redundant pos-
itive and negative association rules based on generator itemsets, closed itemsets, maximal
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