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Abstract 

Food demand elasticities are crucial parameters in 

the calibration of simulation models used to assess the 

impacts of political reforms or to analyse long-term 

projections, notably in agricultural sectors. Numerous 

estimates of these parameters are now available in the 

economic literature. The main objectives of this work 

are twofold: we seek first to identify general patterns 

characterizing the demand elasticities of food prod-

ucts and second to identify the main sources of heter-

ogeneity between the elasticity estimates available in 

the literature. To achieve these objectives, we conduct 

a broad literature review of food demand elasticity 

estimates and perform a meta-regression analysis. 

Our results reveal the important impacts of in-

come levels on income and price elasticities both at 

the country (gross domestic product-GDP) and house-

hold levels: the higher the income is, the lower the 

level of elasticities. Food demand responses to chang-

es in income and prices appear to follow different 

patterns depending on the global regions involved 

apart from any income level consideration. From a 

methodological viewpoint, the functional forms used 

to represent food demand are found to significantly 

affect elasticity estimates. This result sheds light on 

the importance of the specification of demand func-

tions, and particularly of their flexibility, in simula-

tion models.  
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1 Introduction 

Simulation models, such as general or partial equilib-

rium models, are often used to analyse long-term pro-

jections to assess the effects of political reforms or to 

shed light on a variety of issues, notably in agricultur-

al sectors. These models use a large number of behav-

ioural parameters, among which food demand elastici-

ties play a crucial role (see, e.g., RUDE and MEILKE 

(2004) and CARPENTIER et al. (2015)). Indeed, these 

parameters provide information on how consumers 

react to income and price changes and are likely to 

have considerable impacts on the simulation outcomes 

of projection and political reform scenarios for two 

main reasons. First, the current global economic situa-

tion will undoubtedly evolve dramatically in the 

forthcoming years even if economic policies remain 

unchanged. This is particularly true for some develop-

ing countries in which incomes are expected to keep 

growing for several years. Since the level of food 

consumption is a key element to be analysed for one 

who is interested in economic projections, the impacts 

of income growth on household demand for food 

products, which strongly depend on income elastici-

ties, must be accounted for as accurately as possible in 

simulation models. Second, even if agricultural policy 

reforms do not have strong impacts on national in-

come levels because agriculture generally represents a 

small proportion of Gross Domestic Product (GDP), 

these reforms can have considerable impacts on agri-

cultural prices. Demand responses to price changes 

are thus of crucial importance when one wishes to 

simulate the effects of agricultural policy reforms, and 

this depends on the value of food price elasticities. 

Numerous price and income elasticity estimates 

are available in the economic literature and can be 

used to calibrate large-scale simulation models. How-

ever, the studies from which these estimates can be 

drawn use different types of data, rely on various as-

sumptions regarding the modelling of household food 

demand and use different econometric estimation 

methods. All these sources of heterogeneity among 

studies may lead to significant variations in the empiri-

cal estimates reported in the literature even if these 

estimates are supposed to measure the same phenome-

non, the responses of food demand to income or prices.  

Our main objective in the present study is to in-

vestigate this issue by performing a meta-analysis to 

identify and quantify the main sources of heterogenei-

ty among the demand elasticity estimates available in 

the literature.  

As emphasized by NELSON and KENNEDY (2009), 

meta-analyses have been extensively used over the 

past decades in several areas, including economics, to 

synthetize information provided by empirical studies. 
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Some meta-analyses of food demand elasticities have 

been conducted with the stated objective of revealing 

“true” values of these parameters. GREEN et al. (2013) 

and CORNELSEN et al. (2016) notably conduct meta-

analyses of own price and cross price elasticities for 

various food products to provide estimates of these 

parameters by country income group. CHEN et al. 

(2016) also use a meta-analysis with the aim of 

providing estimates of price and income elasticities of 

food demand in China. Our objective here is slightly 

different: we seek to understand the heterogeneity of 

elasticity estimates across studies to help economists 

to select empirical estimates of these key parameters 

for their simulation models. We aim at identifying the 

key methodological aspects of primary studies that 

can have an impact on the values of elasticity esti-

mates beyond the factual elements that may affect 

elasticity values, such as the type of food product or 

the country concerned. Our work also differs from 

GREEN et al. (2013) and CORNELSEN et al. (2016) by 

focusing not only on prices but also on income elastic-

ities, which, as explained above, can play a crucial 

role in long run projections and policy simulations. 

Furthermore, compared to these two studies, addition-

al variables characterizing elasticity estimates are 

included in our analysis. We notably consider a more 

detailed categorization of functional forms represent-

ing food demand, household income level, and infor-

mation necessary to assess publication bias, which is a 

pervasive issue among meta-analyses. Other meta-

analyses have been conducted to examine heteroge-

neity in these food demand elasticities estimates with 

the aim of providing guidance on the study attributes 

to which attention should be paid. These studies gen-

erally focus only on the type of product, such as alco-

hol (e.g., FOGARTY, 2010; NELSON 2013a and 2013b; 

SORNPAISARN et al., 2013; WAGENAAR et al., 2009) 

or meat (GALLET, 2008 and 2010). SANTERAMO and 

SHABNAM (2015), MELO et al. (2015), OGUNDARI and 

ABDULAI (2013) and ANDREYEVA et al. (2010) are 

exceptions since they consider various food products. 

However, SANTERAMO and SHABNAM (2015), MELO 

et al. (2015) and OGUNDARI and ABDULAI (2013) do 

not explicitly consider demand elasticities of food 

products but calorie- and/or nutrient-income elastici-

ties. The analysis conducted by ANDREYEVA et al. 

(2010) is essentially descriptive and illustrates the 

potential heterogeneities that can exist between price 

elasticities estimates without seeking to precisely 

identify the sources of such heterogeneity. We go 

deeper here by relying on a meta-regression analysis 

(MRA) (STANLEY and JARELL, 1989; ROBERTS, 

2005). We also pay particular attention to conforming 

to the meta-analysis guidelines provided by the Meta-

Analysis of Economics Research Network (MAER-

NET) (STANLEY et al., 2013), which defines key is-

sues related to data searches and coding and model-

ling strategies, that must be addressed in studies ap-

plying MRA to economics. 

The first section is devoted to the description of 

the database of food demand elasticity estimates that 

we build to fulfil our objectives. In the second section, 

a descriptive analysis is presented to highlight several 

patterns characterizing own price and income elastici-

ties in our database and to identify potential sources of 

heterogeneity among elasticity estimates. These sources 

are then statistically tested and quantified through an 

MRA in the third section, and conclusions are drawn 

in the last section.  

2 The Database 

The MAER-NET protocol stresses the importance of 

providing a complete set of information regarding the 

literature search, the selection of primary studies in-

cluded in the meta-analysis and the coding of infor-

mation collected from these studies. Due to space 

limitations, the main aspects of our data search and 

coding methods are presented in this first section, and 

a more detailed description is given in Appendix 1.  

2.1 Data Collection 

Diverse data sources are commonly used to calibrate 

demand functions in global economic models (VALIN 

et al. (2014)). Several models, such as  GCAM 

(CLARKE et al., 2007), GLOBIOM (HAVLIK et al., 

2011) or Mirage-BioF (LABORDE and VALIN, 2012), 

use the price elasticities provided in two reports re-

leased by the United States Department of Agriculture 

(USDA), SEALE et al. (2003a) and its updated version, 

MUHAMMAD et al. (2011), to calibrate their demand 

function parameters. In these reports, price and in-

come elasticities are estimated for eight broad food 

categories and for a large number of countries, render-

ing these elasticities data well-suited for calibrating 

large simulation models. Economists might, however 

wish to use other source of elasticities when, for in-

stance, they consider food products at a higher dis-

aggregation level or when they wish to compare their 

results to those obtained with a calibration based on 

other estimates found in the literature. The USDA 
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provides a literature review database (USDA, 2005), 

which contains this type of information and is notably 

used to calibrate the IMPACT model (ROBINSON et 

al., 2015). This database collects own price, cross 

price, expenditure and income demand elasticity esti-

mates from papers that have been published and/or 

presented in the United States (US) between 1979 and 

2005. While a large variety of products is covered at 

various aggregation levels, few countries are included 

in these data: the US is well represented, which is not 

surprising given the focus of the database on papers 

published or presented in this country, and the other 

elasticities included are mostly for China.  

These two data sources, namely, the USDA’s es-

timates contained in SEALE et al. (2003a) and MU-

HAMMAD et al. (2011) and the USDA literature review 

database, served as the basis for building our database. 

More precisely, we started with the structure of the 

USDA literature review database, which already in-

cludes useful information on each elasticity estimate. 

We reviewed the primary studies to check this infor-

mation again and to ensure the consistency of the data. 

The elasticities estimated by SEALE et al. (2003a) and 

MUHAMMAD et al. (2011) were added. Then, to 

broaden the scope of the data, we searched for new 

references providing food demand elasticity estimates 

in the economic literature with a focus on pre-2005 

studies including countries other than the US and Chi-

na and on post-2005 studies whatever the country of 

focus. We did not limit our search to published pa-

pers: working papers, reports, and papers presented at 

conferences were also included. Price and income 

elasticity estimates of food demand reported in these 

papers were collected. Among own price elasticities, 

we distinguished uncompensated (Marshallian) price 

elasticities demands from compensated (Hicksian) 

elasticities. This distinction is important since both 

elasticities do not measure the same type of demand 

response to prices and thus cannot be considered 

equivalent or studied simultaneously. Uncompensated 

elasticities measure the impacts of a change in the 

price of one good by holding income and the prices of 

other goods constant and thus incorporate both in-

come and substitution effects. Compensated elastici-

ties measure the impacts of a change in the price of 

one good by holding consumers utility constant, i.e., 

they assume that price changes are compensated by 

income changes to maintain consumers’ utility levels 

and do not incorporate income effects. Given the 

small number of compensated own price elasticities 

provided in the literature, we decided to focus on un-

compensated price elasticities alone.  

Our final database includes 3,334 own price elas-

ticities and 3,311 income elasticity estimates collected 

from 93 primary studies published between 1973 and 

2014. Among these studies, a significant number of 

papers, such as SEALE et al. (2003a) and MUHAMMAD 

et al. (2011), provide estimates of food demand elas-

ticities for subsequent use to understand the structure 

of demands for food products or to simulate the evolu-

tion of these demands under various scenarios. While 

SEALE et al. (2003a) and MUHAMMAD et al. (2011) 

include a large number of countries1, most of these 

papers focus on one particular country and/or one 

particular food sector. In other primary studies, food 

demand elasticities are estimated to address specific 

empirical issues, such as the impacts of advertising, 

product differentiation, health policies or structural 

changes, on the structure of food demand. Finally, 

several demand elasticity estimates have been collect-

ed from primary studies that focus on methodological 

aspects, such as the functional forms of demand mod-

els or the estimation procedures used to estimate these 

models. In this case, elasticities are generally estimat-

ed as an illustrative purpose to assess the proposed 

approach2. 

2.2 Information Included and Data Coding 

A first set of information included in our database 

relates to the primary data that have been used to es-

timate demand elasticities. This information includes 

the type of data (time series, panel or cross-section), 

whether the data have been collected at the micro 

(household) or macro (country) level, the decade in 

which data have been collected, and the countries and 

products to which data refer. Product names as they 

appear in the primary studies are mapped to the fol-

lowing six product categories: cereals, dairy products, 

fruits and vegetables, oils and fats, meat and fish and 

other food products. As these categories are, in some 

cases, much broader than the product levels consid-

ered in primary studies, a variable representing the 

aggregation level of the primary data is also associat-

ed with each observation. Two aggregation levels are 

considered: “product category aggregate”, which  

corresponds specifically to the aforementioned cate-

gories, and “product level”, which refers to single 

                                                           
1  SEALE et al. (2003a) and MUHAMMAD et al. (2011) use 

a unique model, the Florida demand model, to obtain 

their elasticity estimates.  
2  The complete list of references classified by the scope 

of the primary study is provided in Appendix 2. 
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products, such as bananas or apples for fruits and beef 

or poultry for meat. The mapping of product names, 

product categories and aggregation levels is presented 

in Appendix 3. Countries are mapped to 11 world 

regions according to the classification provided in 

Appendix 4. When applicable we also report in our 

data the information concerning the type (urban, rural 

or any type) and level of household income from 

which the primary data have been collected. Another 

approach would have involved considering simple 

averages of elasticities for primary studies reporting 

estimates for different household categories as in 

CORNELSEN et al. (2015), but this would have led to a 

loss of potentially important information.  

The second type of information included in the 

database relates to the precision of elasticity estimates. 

This information is indeed necessary as recommended 

by the MAER-NET protocol to asses an important 

issue in meta-analysis, publication selection bias. In-

deed, authors, reviewers and journal editors may have 

a preference for statistically significant results and 

results that are in line with the conventional view, 

which results in studies finding small or insignificant 

estimates or estimates with unexpected signs remain-

ing unpublished (SUTTON et al. 2000; STANLEY, 

2005). In our case, publication bias may cause food 

demand elasticities to appear much larger in absolute 

terms than they actually are. It is thus necessary as a 

first step in our meta-analysis to test for the presence 

of publication selection bias in our data. This can be 

accomplished by relying on the method proposed by 

EGGER et al. (1997), the PET test (precision effect 

test). Then, in the case that publication bias is detect-

ed, it must be accounted for in the subsequent MRA. 

STANLEY and DOUCOULIAGOS (2014) recommend 

that the PEESE (precision effect estimate with stand-

ard error) estimator be used in such cases. Both the 

PET test and the PEESE estimator require the use of 

standard errors of effect size estimates as indicators of 

their precision. Unfortunately, while the primary stud-

ies included in our database generally report standard 

errors for the estimates of the demand model parame-

ters, few report these elements for the elasticities that 

are computed from these estimates3. Some authors 

(GREEN et al., 2013; CORNELSEN et al., 2015) do not 

evaluate publication bias because of this lack of 

standard error data, while others (OGUNDARI and AB-

DULAI (2013) and FOGARTY (2010)) focus only on 

primary studies in which standard errors are reported. 

                                                           
3  Less than 30% of estimated elasticities in our sample 

have associated standard error estimates. 

In our case, choosing this option would have substan-

tially reduced the size of our sample and limited the 

possibility of conducting an MRA. We thus relied on 

another approach and used inverse sample sizes or 

degrees of freedom (DF), which are closely related to 

standard errors of estimates (DAY, 1999), as measures 

of precision. EGGER et al. (1997) also recommends the 

use of one of these criteria in the absence of standard 

error estimates.  

The last set of information included our dataset 

relates to the methodological aspects of elasticity es-

timations. We collect here all relevant information 

that could potentially help explain the heterogeneity 

among elasticity estimates. This information essential-

ly concerns the following econometric and modelling 

strategies adopted in primary studies: i) the functional 

form of the demand system from which the elasticities 

are estimated; ii) the reliance on a multi-stage budget-

ing structure; iii) the way zero values are treated in the 

estimation process; iv) the use of unit values or quali-

ty adjusted prices; v) the inclusion of control variables 

related to household and product characteristics or 

time periods in the model; and vi) the econometric 

method used to estimate the demand model. All these 

aspects are discussed further in section 2.3. 

3 Descriptive Analysis of the Data 

After discussing how price and income demand elas-

ticities may differ across product categories and world 

regions, this section highlights other potential sources 

of heterogeneity among estimates related to the meth-

odological approaches adopted in the primary studies. 

3.1 Heterogeneity of Elasticity Estimates 
across Food Products 

Table 1 reports, by product category and aggregation 

level sub-categories, the number of observations, 

weighted averages and standard deviations of price 

and income elasticities. More weight is given to more 

precise estimates in the computation of averages and 

standard deviations.  

The products that are most well-represented in 

our database are meat and fish followed by fruits and 

vegetables, cereals, other food products, dairy prod-

ucts, and oils and fats.   

From average elasticities computed over all 

product aggregation levels, the demand for cereals and 

oils and fats appears to be less responsive to price and 

income than the demand for meat and fish, dairy 

products and fruits and vegetables, which themselves 
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are less responsive to price and income than the de-

mand for other food products. This ranking of food 

products is not surprising since the consumption of 

staple products is generally less responsive to price and 

income changes than that of “luxury” foods (TYERS 

and ANDERSON, 1992). The same pattern appears for 

elasticities estimated at the aggregate product level, 

whereas the ranking is very different when we consid-

er the elasticities estimated at the product level: the 

demand for oils and fats appears in this case to be, on 

average, the most responsive to price and income 

changes, while the demand for dairy products is the 

least responsive to price changes and the demand for 

other food products is the least responsive to income 

changes. The aggregation level of the data thus ap-

pears to have an impact on price elasticity estimates. It 

also appears in Table 1 that elasticities estimated on 

more disaggregated data (product level) tend to be 

higher in absolute terms than those estimated for 

broader product categories (aggregate product level). 

As mentioned by EALES and UNNEVEHR (1988), this 

might be attributed to substitution possibilities be-

tween disaggregated products, which reduce the aver-

age own price responses of product aggregates.  

We can finally observe from Table 1 that the 

standard deviations in elasticity estimates are relative-

ly high compared to the average values for each type 

of elasticity within each category of food product 

considered at a specific aggregation level. This sug-

gests the presence of additional sources of heterogene-

ity in elasticities, with one being location, as discussed 

in the following subsection.  

3.2 Heterogeneity of Elasticity Estimates 
across Regions 

Consumption patterns can differ between countries for 

several reasons, including differences in tastes (see, 

e.g., SELVANATHAN and SELVANATHAN, 1993), im-

plying variations in demand elasticities across coun-

tries. Table 2 reports the weighted averages and 

standard deviations of demand elasticity estimates for 

the 11 world regions and six product categories that 

we consider. 

Table 1.  Elasticities - summary statistics by food product categories 

  Own price elasticities Income elasticities 

  Nb Obs. Weighted 

Average 

Weighted 

S.D. 

Nb Obs. Weighted 

Average 

Weighted 

S.D. 

Fruits and vegetables       

 All 668 -0.61 0.69 694 0.61 0.68 

 Fruits and vegetables aggregate 327 -0.50 0.47 308 0.53 0.43 

 Product level 341 -0.71 0.79 386 0.67 0.81 

Meat and fish       

 All 945 -0.57 0.53 946 0.73 0.66 

 Meat and fish aggregate 554 -0.50 1.09 579 0.67 0.43 

 Product level 391 -0.66 3.85 367 0.83 0.88 

Dairy products       

 All 419 -0.59 0.58 412 0.72 0.60 

 Dairy products aggregate 295 -0.57 0.38 283 0.70 0.43 

 Product level 124 -0.63 0.88 129 0.75 0.86 

Cereals        

 All 520 -0.52 0.74 509 0.45 0.71 

 Cereals aggregate 306 -0.33 0.40 321 0.41 0.51 

 Product level 214 -0.72 0.85 188 0.50 0.95 

Oils and fats       

 All 338 -0.44 0.56 326 0.46 0.56 

 Oils and fats aggregate 282 -0.36 0.40 269 0.38 0.33 

 Product level 56 -0.71 0.79 57 0.75 0.88 

Other food products       

 All 444 -0.67 0.62 424 0.77 0.76 

 Other food products aggregate 307 -0.68 0.49 298 0.86 0.68 

 Product level 137 -0.66 0.84 126 0.58 0.81 

Note: primary studies sample sizes are used as weights to compute averages and standard deviations 

Source: author`s calculations 
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Table 2.  Elasticities - summary statistics by world regions 

  Own price elasticities Income elasticities 

  
Cere-

als 
Dairy 

Fruit 

and 

veg. 

Meat 

Oils 

and 

Fat 

Other 

food 

Cere-

als 
Dairy 

Fruit 

and  

veg. 

Meat 

Oils 

and 

Fat 

Other 

food 

North  

America 

Weighted average -0.68 -0.41 -0.75 -0.62 -0.32 -0.41 0.68 0.52 0.69 0.71 0.48 0.62 

Weighted S.D. 0.61 0.66 0.74 0.49 0.47 0.58 0.89 0.67 0.91 0.78 0.72 0.83 

Nb Obs. 64 33 98 156 17 44 47 30 66 115 17 29 

Latin  

America 

Weighted average -0.36 -0.58 -0.50 -0.54 -0.37 -0.61 0.42 0.84 0.62 0.74 0.49 0.72 

Weighted S.D. 0.41 0.50 0.43 0.36 0.46 0.30 0.46 0.60 0.56 0.53 0.51 0.59 

Nb Obs. 34 37 37 71 34 34 52 53 91 83 40 52 

East Asia Weighted average -0.63 -0.69 -0.67 -0.66 -0.64 -0.64 0.55 0.71 0.73 0.82 0.66 0.77 

Weighted S.D. 0.82 0.84 0.73 0.84 0.78 0.90 0.86 0.79 0.78 0.76 1.09 0.76 

Nb Obs. 81 48 95 137 33 31 69 56 142 163 30 46 

Asia 

Other 

Weighted average -0.59 -0.53 -0.64 -0.53 -0.59 -0.71 0.36 0.78 0.56 0.71 0.52 0.74 

Weighted S.D. 0.86 0.55 0.79 0.54 0.52 0.66 0.82 0.68 0.79 0.77 0.51 0.86 

Nb Obs. 122 70 157 121 47 92 116 57 134 126 35 74 

European  

Union 

Weighted average -0.19 -0.55 -0.49 -0.49 -0.17 -0.53 0.25 0.64 0.45 0.69 0.22 0.61 

Weighted S.D. 0.41 0.65 0.64 0.51 0.21 0.38 0.46 0.63 0.56 0.79 0.27 0.52 

Nb Obs. 63 76 108 165 54 75 65 69 91 168 54 74 

European 

Other 

Weighted average -0.42 -0.62 -0.70 -0.54 -0.42 -0.77 0.24 0.32 0.39 0.41 0.21 0.42 

Weighted S.D. 0.66 0.56 0.86 0.62 0.60 0.75 0.33 0.19 0.23 0.18 0.22 0.43 

Nb Obs. 12 12 12 18 12 12 12 12 12 18 12 12 

Former  

Soviet 

Union 

Weighted average -0.32 -0.59 -0.43 -0.55 -0.34 -0.68 0.42 0.77 0.56 0.71 0.44 0.89 

Weighted S.D. 0.16 0.14 0.12 0.20 0.15 0.19 0.19 0.13 0.12 0.21 0.17 0.31 

Nb Obs. 32 32 32 64 32 32 32 32 32 64 32 32 

Middle 

East 

Weighted average -0.58 -0.66 -0.62 -0.59 -0.56 -0.77 0.35 0.68 0.50 0.67 0.38 0.74 

Weighted S.D. 0.87 0.37 0.48 0.36 0.84 0.35 0.31 0.21 0.16 0.42 0.28 0.49 

Nb Obs. 34 34 43 62 34 50 26 26 27 55 26 28 

North 

Africa 

Weighted average -0.33 -0.57 -0.42 -0.52 -0.34 -0.70 0.43 0.75 0.55 0.69 0.45 0.93 

Weighted S.D. 0.09 0.06 0.06 0.12 0.08 0.31 0.11 0.10 0.09 0.13 0.10 0.48 

Nb Obs. 5 5 5 10 5 5 5 5 5 10 5 5 

Sub  

Saharan  

Africa 

Weighted average -0.50 -0.68 -0.56 -0.60 -0.44 -0.92 0.60 0.84 0.66 0.80 0.61 1.06 

Weighted S.D. 0.55 0.39 0.52 0.29 0.22 0.64 0.59 0.23 0.43 0.31 0.27 0.93 

Nb Obs. 67 66 75 129 64 63 79 66 88 132 69 66 

Oceania Weighted average -0.16 -0.42 -0.30 -0.39 -0.19 -0.48 0.21 0.55 0.39 0.51 0.25 0.63 

Weighted S.D. 0.22 0.21 0.17 0.20 0.20 0.33 0.29 0.29 0.22 0.26 0.26 0.47 

Nb Obs. 6 6 6 12 6 6 6 6 6 12 6 6 

Note: primary studies sample sizes are used as weights to compute averages and standard deviations. 

Source: author`s calculations 

 

 

We first note that again, standard deviations of 

elasticity estimates are relatively high compared to 

their average values and for the countries that are 

most well-represented in the database in particular, 

namely, North American, Asian and European Union 

(EU) countries.  

Table 2 shows greater variation in demand elas-

ticities across regions for a given product than across 

products for a given region. Geographical aspects thus 

appear to have an important impact on demand elas-

ticities. No clear regional pattern arises from the mean 

elasticities reported in Table 2, which is in fact not 

surprising given the variability in the data. One can 

however expect countries’ income levels to have sub-

stantial impacts on demand elasticities. Indeed, in-

come increases associated with economic develop-

ment are expected to have considerable impacts on 

global food demand, and it is now widely recognized 

in the economic literature that an increase in house-

hold income not only leads to an increase in global 

consumption but also to a modification of consump-

tion structures. Indeed, an income increase is expected 

to lead first to a decrease in the share of expenditures 

devoted to food consumption and second to a decrease 

in raw products among food expenditures. These  

two properties, which are formalized respectively by  
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Engel’s and Bennet’s laws, imply that food demand 

becomes less responsive to income and price changes 

as income rises (TIMMER et al., 1983). The demand 

elasticities of food products, and particularly those of 

raw products, are thus expected to decrease (in abso-

lute terms) with income. While not obvious in Table 

2, these demand patterns clearly appear on Figures 1 

and 2, in which we report the average estimated in-

come and own price elasticities for each country with 

respect to their GDP per capita for 2005. These fig-

ures show that, although income and price elasticities 

are systematically higher for some products (e.g., 

meat) than for others (e.g., oils and fats), both tend to 

decrease with GDP per capita in absolute terms.  

Figure 1. Evolution of income elasticities with GDP per capita 

  
Source: author`s calculations 

 

 

Figure 2. Evolution of price elasticities with GDP per capita 

  
Source: author`s calculations 
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Then, price and income elasticities were estimat-

ed for different household income levels for 25 and  

15 primary studies in our sample, respectively. This  

is illustrated on Figures 3 and 4, where income and 

own price elasticity estimates are reported with re-

spect to household income levels. To make estimates 

from different studies comparable, income levels 

are represented as a percentage of the highest in- 

come considered in the study rather than as nomin- 

al income amounts. Indeed, high incomes in low  

GDP countries can be lower than low incomes  

in high GDP countries, and in most studies, incomes 

are not given in nominal values but in relative terms, 

i.e., income deciles or quartiles are considered, or a 

Figure 3.  Evolution of income elasticities with households’ income 

 

Source: author`s calculations 

 
 

Figure 4.  Evolution of price elasticities with households’ income 

 

Source: author`s calculations 
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distinction is made between high, medium and low 

incomes. A slight decrease in income elasticities with 

household income appears in Figure 3, but no clear 

pattern arises for price elasticities in Figure 4. This 

suggests that price elasticities vary more (with GDP) 

across countries than (with household income) within 

countries.  

3.3 Methodological Sources of  
Heterogeneity in Elasticity Estimates  

Elasticity estimates collected from different primary 

studies display strong levels of heterogeneity, part of 

which can be attributed to the data based on which 

they have been estimated in terms of product and 

country or household income. However, as illustrated 

by the standard deviations reported in Tables 1 and 2 

and by the dispersion of data in Figures 1 to 4, a sig-

nificant proportion of the heterogeneity across elas-

ticity estimates remains unexplained by these ele-

ments. We discuss here some characteristics that are 

essentially related to methodological issues that differ 

across the studies and that might be at the root of this 

additional heterogeneity across study estimates. These 

characteristics notably concern the flexibility of the 

functional forms used to represent household demand, 

the treatment of zero values in econometric estima-

tions of demand systems, and the definition of the 

“price variable” used to estimate demand systems. 

Diverse functional forms representing consumer 

demand are used in primary studies to estimate price 

and income elasticities. Among them is the Rotter- 

dam model introduced by BARTEN (1964) and THEIL 

(1965). The popularity of this model has already  

been noted by CLEMENTS and GAO (2015), who  

review the methodological developments that have 

occurred over the past fifty years in applied demand 

analysis and demonstrate the importance of the  

Rotterdam model in this respect. This model is de-

rived in an unconventional way in the sense that it 

does not require the specification of a specific type of 

cost or utility function. Other popular demand sys-

tems, such as the Linear Expenditure System (LES) 

(STONE, 1954) , the Translog system (CHRISTENSEN et 

al., 1975), and the Almost Ideal Demand System 

(AIDS) (DEATON and MUELLBAUER, 1980), are in-

deed more traditionally derived from the optimization 

of specific (indirect) utility or expenditure func- 

tions. CLEMENTS and GAO (2015), however, show 

that these systems can actually be reformulated as 

differential systems relatively similar to the Rotterdam 

model and can thus be considered to belong to the 

same class of differential demand systems as that of 

Rotterdam4.  

Almost 7% of the primary studies included in our 

sample rely on the Rotterdam model. The LES and 

Translog systems are adopted in respectively 3% and 

5% of the primary studies included in our sample. The 

AIDS and its linearized version, the LA-AIDS5, are 

the most well-represented demand systems, with 20% 

and 36% of primary studies relying on them, respec-

tively. A generalization of the AIDS, the quadratic 

AIDS (QUAIDS) developed by BANKS et al. (1997), 

is also used in 13% of the studies. In this model, 

budget shares are assumed to be quadratic functions of 

the log of income rather than linear functions, as they 

are in AIDS. This specification offers more flexibility 

in the representation of demand since income elastici-

ties are allowed to vary with income levels. It should 

finally be noted that, contrary to ad hoc single equa-

tions sometimes used to estimate demand elasticities 

(in 5% of primary studies included in our sample), all 

the aforementioned demand systems are theoretically 

consistent since they have been built to satisfy the 

homogeneity, symmetry and adding-up constraints 

imposed by the economic theory of demand. The only 

theoretical property that might not necessarily be sat-

isfied is the concavity in price of the expenditure 

function, which translates into the negative semi-

definiteness of the Slutsky matrix. These restrictions 

can, however, be imposed in econometric estimations 

(see, e.g., MOSCHINI (1998 and 1999) and RYAN and 

WALES (1996)). Finally, should be noted that 11% of 

the primary studies use other specific models to obtain 

demand elasticities6.  

                                                           
4  The CBS model (KELLER and VAN DRIEL, 1985) and the 

NBR model (NEVES, 1994) are two other popular mod-

els related to the Rotterdam model. Our sample, how-

ever, includes only one primary study relying on a CBS 

model and none that rely on an NBR model.  
5  The LA-AIDS is an approximation of the AIDS in which 

the linear Stone price index is used in place of the “true” 

AIDS price index to ease econometric estimations.  
6  Among these models are the Florida model used by 

SEALE et al. (2003a) and MUHAMMAD et al. (2011), the 

LinQuad model used by FANG and BEGHIN (2002) and 

FABIOSA and JENSEN (2003), the CBS model used by 

HAHN (2001) and the AIDADS model used by YU et al. 

(2003). Since these models are rarely used in our data, 

they have been grouped into a category termed “other” 

in our empirical application. Regarding the number of 

observations, this category is dominated by the Florida 

model since SEALE et al. (2003a) and MUHAMMAD et al. 

(2011) report 1,824 and 2,304 elasticity estimates, re-

spectively. 
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Furthermore, 18% of the studies rely on multi-

stage budgeting frameworks that first allocate consum-

er food expenditures to broad product categories or 

groups based on group-specific price indices and then 

to smaller aggregates within each category, with with-

in-groups budget allocation performed independently. 

By reducing the number of parameters to be estimated 

this nesting structure allows one to consider demand 

systems with more disaggregated products. It relies on 

the assumption of weak separability between goods, 

i.e., a change in price for one product in one category 

is assumed to affect the demand for all products in 

other categories in the same way, and on the assump-

tion of low variability in group-specific price indices 

with expenditures (EDGERTON, 1997). As emphasized 

by EDGERTON (1997) and CARPENTIER and GUY-

OMARD (2001), multi-stage budgeting has important 

implications in terms of estimated income and price 

elasticities since specific formulas must be used to 

recover total or unconditional elasticities from esti-

mates made for group or conditional elasticities. Given 

that our analysis focuses on the total impacts of in-

come or price changes on food product demand, we 

consider only the unconditional elasticities estimates 

reported in primary studies. The specific structure of 

multi-stage budgeting frameworks and their underlying 

assumptions might however have some effects on 

these estimated unconditional elasticities. 

Another methodological difference observed 

across the studies concerns the treatment of corner 

solutions. Datasets used to estimate demand models 

frequently contain a significant number of zeros since 

not all products are consumed by all consumers. This 

is all the more true when products are considered at 

disaggregated levels and in micro-econometric studies 

relying individual or household data. These zero val-

ues generate corner solutions, which can be a problem 

for econometric estimations of demand systems. This 

issue can be avoided by removing zeros in datasets by 

excluding the corresponding observations or by con-

sidering sufficiently aggregated data. This is the case 

for 35% of the studies included in our database. Other 

studies, however, tackle the issue and account for cen-

sored demand in their econometric estimations. Differ-

ent means of addressing corner solutions have been 

proposed in the economic literature. In particular, 

WALES and WOODLAND (1983) and LEE and PITT 

(1986), relying respectively on endogenous regime 

switching and virtual prices approaches, offer theoreti-

cally consistent frameworks to account for censored 

demands. However, these approaches are difficult to 

use in empirical applications, particularly when large 

datasets are considered. Empirical procedures have 

thus been developed to deal with censored demand, 

among which is the seminal work of HEIEN and WES-

SELS (1990). A few years later, the approach proposed 

by SHONKWILER and YEN (1999) was published and is 

now commonly used in the literature. In the spirit of 

Heckman’s two-step estimator (1979), the estimator 

proposed by SHONKWILER and YEN (1999) involves 

first estimating a probit model and then conducting a 

regression that accounts for censoring through the 

introduction of correction terms that derive from the 

probit estimates. Although easy to implement, this 

estimator might lack efficiency, as do other two-step 

estimators (WALES and WOODLAND, 1983), and may 

lead to biased results in cases of distributional mis-

specification (SCHAFGANS, 2004). Alternative ap-

proaches based, for instance, on simulated maximum 

likelihood approaches (YEN et al., 2003) and semipar-

ametric econometrics (SAM and ZHENG, 2010) have 

recently been proposed as means to overcome these 

issues. 

The last methodological issue that deserves dis-

cussion relates to prices used to estimate demand sys-

tems. The datasets used to estimate demand systems 

do not generally explicitly contain price information 

mainly because prices paid by households are usually 

not directly observable and because goods are aggre-

gated. A standard procedure involves using unit val-

ues (expenditures divided by quantities) as proxies for 

prices, but, as explained by HUANG and LIN (2000), 

this is not fully satisfactory since other information 

related to food quality is given in unit values. One 

solution involves following the approach proposed by 

DEATON (1988), which allows one to extract quality 

effects from unit values. In spite of the potential bias-

es induced by the use of unit values to estimate price 

elasticities, 95% of the studies still use them as prox-

ies for product prices while 5% only rely on quality-

adjusted prices as proposed by DEATON (1988). 

To account for these methodological issues, we 

introduced into the database the following four addi-

tional variables: a “model” variable with eight modali-

ties corresponding to the various functional forms 

used to model demand and three dummy variables 

indicating whether multi-stage budgeting, the treat-

ment of corner solutions and quality adjusted prices, 

have been used in the primary studies.  

We also added three dummy variables to account 

for the fact that econometric estimations of demand 

systems often include several variables in addition to 
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prices and incomes. Control variables are indeed in-

troduced in the primary studies’ econometric estima-

tions for three main reasons. The dummy variables 

“hetero_indiv”, “hetero_time” and “hetero_product” 

indicate whether demographic characteristics have 

been used to control for heterogeneity across house-

holds, whether time dummies and trends have been 

used to account for the evolution of consumer demand 

and preferences over time and whether product brand 

or advertisement characteristics have been used to 

control for product heterogeneity, respectively. 

Finally, CORNELSEN et al. (2016) find estimation 

methods to have an impact on the estimated values of 

price elasticities. To control for this potential effect, 

we included in our database a variable reporting the 

econometric method used to conduct the estimations 

in the primary studies. We adopted the same classifi-

cation as that used in CORNELSEN (2016) to introduce 

a variable taking the following four modalities: seem-

ingly unrelated regression (SUR), ordinary least 

squares regression, maximum likelihood estimation 

and other methods. We must, however, acknowledge 

that the distinction between the different methods is 

not always straightforward since, for instance, the 

iterative SUR estimation method often used to impose 

regularity condition on demand systems is asymptoti-

cally equivalent to a maximum likelihood approach. 

Here, we decided to classify iterative SUR methods 

under the “SUR” category.   

4 Meta Regression Analysis 

Having described the potential sources of heterogenei-

ty across price and income elasticity estimates found 

in the literature, we perform an MRA of our data to 

identify and quantify these sources of heterogeneity in 

a statistically consistent manner.   

4.1 Methodology 

Two sets of MRA, one for price elasticities and one 

for income elasticities, are performed. 

The MAER-NET protocol (STANLEY et al., 

2013) identifies publication selection bias, heterosce-

dasticity and within-studies dependence as key issues 

to be approached through MRA.  

As explained in section 1.2, we use the PET test 

proposed by EGGER et al. (1997) to test for publica-

tion selection bias. When publication bias is detected, 

it is accounted for by introducing a measure of the 

precision of estimates as an explanatory variable in 

the MRAs in line with the method proposed by STAN-

LEY and DOUCOULIAGOS (2014). 

Heteroscedasticity issues may arise during MRA 

because the variances of effect size estimates vary 

from one primary study to another for several reasons, 

including differences in sample size, sample obser-

vations or estimation procedures (NELSON and  

KENNEDY, 2009). One straightforward means to ac-

count for this heteroscedasticity involves using a 

weighted least square (WLS) approach and to give 

more weight to the more precise estimate, i.e., to elas-

ticity estimates with the lowest level of estimated 

variance. However, as noted above, very few studies 

included in our sample report variance in price and 

income elasticity estimates. We thus use primary stud-

ies’ sample sizes as proxies to these variances, which 

is a common procedure used in MRA studies and  

notably in environmental economics (NELSON and 

KENNEDY, 2009). 

Other issues can arise in the presence of correla-

tions of effect size estimates within and between pri-

mary studies. Indeed, our data contain several elastici-

ty estimates collected from each primary study. How-

ever, if most characteristics distinguishing estimates 

from the same study (product category, household 

income level, demand functional form, econometric 

estimation method, etc.) are introduced as explanatory 

variables and thus are controlled for in our MRAs, 

some unobservable characteristics may give rise to 

correlated error terms across elasticities collected 

from the same primary study. In the same way, prima-

ry studies conducted by the same author may share 

unobservable characteristics and may lead to between 

studies correlations. To overcome this issue, we fol-

low the same approach that was used by DISDIER and 

HEAD (2008) and CIPOLLINA and SALVATICI (2010) 

and introduce random study/author effects into the 

MRA models. This results in the generation of mixed-

effect models, which can be defined as multilevel 

regression models (BATEMAN and JONES, 2003) and 

are formally expressed as:  

𝜃𝑖𝑗 = 𝛼0 + ∑ 𝛼𝑘𝑋𝑘

𝐾

𝑘=1

+ 𝑢𝑖 +  𝜀𝑖𝑗 (1) 

where 𝜃𝑖𝑗 is the dependent variable and denotes the  

j-th (price or income) elasticity estimate collected 

from the i-th primary study (or i-th author), 𝛼0 is a 

fixed intercept and 𝛼𝑘 (𝑘 ∈  {1, … , 𝐾}) is the fixed 
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effect coefficient associated with 𝐾 explanatory varia-

ble 𝑋𝑘 (𝑘 ∈  {1, … , 𝐾}). 𝜀𝑖𝑗 is normally distributed 

with constant variance and can be interpreted as a 

sampling error term. 𝑢𝑖 is a random study (or author) 

effect that is normally distributed with constant vari-

ance independent of 𝜀𝑖𝑗 and is assumed to be uncorre-

lated with the explanatory variables. Adding this ran-

dom effect to the MRA model allows one to account 

for correlations between elasticity estimates of prima-

ry studies/authors (NELSON and KENNEDY, 2009)7. In 

this way, we also depart from the assumption that, 

conditional on the observed characteristics represent-

ed by the explanatory variables, all primary studies 

estimate exactly the same level of elasticity. Here, 

elasticity estimates are assumed to be comparable but 

not exactly the same across studies/authors (NELSON, 

2013a), and the primary studies included in our data 

are assumed to form a random sample of a universe of 

potential studies (BORENSTEIN et al., 2010). The 

soundness of this assumption was notably underscored 

by HIGGINS and THOMPSON (2002), who clearly argue 

for the introduction of random effects into MRA mod-

els. NELSON and KENNEDY (2009) assert that mixed 

models may lead to bias fixed effect coefficient esti-

mates if random effects are correlated with one or 

more explanatory variables. We assume that this is not 

the case here, which appears to be a reasonable as-

sumption given that most of our explanatory variables 

are dummies representing characteristics that are 

not associated with only one author or study. 

Additionally, NELSON and KENNEDY (2009: 

358) conclude that “the advantages of random-

effects estimation are so strong that this estima-

tion procedure should be employed unless a very 

strong case can be made for its appropriateness”.  

4.2 Test for Publication Bias 

PET tests are performed to check for the pres-

ence of publication bias in our data. These tests 

involve regressing elasticity estimates on an 

inverse indicator of their precision. The follow-

ing two sets of regressions are performed: one 

for price and one for income elasticities. Given 

the lack of standard errors of effect size esti-

mates included in our data, we consider two 

alternative indicators of their precision including 

the inverse square root of the primary sample size and 

                                                           
7  The variance-covariance matrix of the composite error 

term of the model (𝑢𝑖 + 𝜀𝑖𝑗) is block-diagonal allowing 

for within-study (or within) author correlations.  

the inverse square root of DF. STANLEY and DOU-

COULIAGOS (2014) also recommend the use of WLS 

regressions with inverse standard errors as weights to 

deal with heteroscedasticity issues. We follow their 

proposed approach and use as weights the square roots 

of sample sizes or DF depending on which indicator 

we use for the regression. 

Estimation results are reported in Table 3. We 

find that the coefficients associated with the inverse 

precision criteria are significantly estimated in all 

cases, implying that publication selection bias exists 

in our data both for price (second and third columns of 

Table 3) and for income (fourth and fifth columns of 

Table 3) elasticities. Inverse precision indicators actu-

ally appear to have a positive (resp. negative) impact 

on price (resp. income) elasticity estimates reported in 

the literature, i.e., to significantly lower the values of 

elasticities in absolute terms. It should also be noted 

that all constant terms are significantly estimated and 

have the expected signs, which are negative for price 

elasticities and positive for income elasticities, imply-

ing that food demand elasticities genuinely differ from 

zero beyond publication bias (EGGER et al., 1997; 

STANLEY, 2008). Finally, all these results are robust 

to the selection of primary sample sizes (second and 

fourth columns of Table 3) or DF (third and fifth col-

umns of Table 3) as a precision indicator. 

 

Publication bias is accounted for in subsequent 

MRAs by using an equivalent of the PEESE estimator 

proposed by STANLEY and DOUCOULIAGOS (2014), in 

which inverse sample sizes are used as proxies to the 

variances of estimates. 

Table 3.  Test for publication bias - estimation results 

 

Price  

elasticities 

Income  

elasticities 

 Model 

(1) 

Model 

(2) 

Model 

(1) 

Model 

(2) 

Intercept (test for  

genuine true effect) 
-0.78 

(0.004) 

-0.78 

(0.01) 

0.73 

(0.01) 

0.73 

(0.01) 

Inverse square root  

of primary sample size 

(test for publication bias) 

7.80 

(1.23) 
- 

-4.75 

(1.35) 
- 

Inverse square root of 

degrees of freedom (test 

for publication bias) 

- 
7.67 

(1.23)  

-4.67 

(1.34) 

N 3334 3334 3311 3311 

R² 0.0119 0.0115 0.0037 0.0037 

Note: Model (1): inverse square root of sample size used as proxy to 

standard error – Model  (2:) Inverse square root of DF used as proxy to 

standard error. 

Source: author`s calculations 
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4.3 Estimation Results 

The mixed-effect MRA models are estimated using 

the proc mixed Maximum Likelihood method imple-

mented with SAS software.  

Five quantitative variables and 14 nominal varia-

bles are used as explanatory variables in the MRAs. 

The five quantitative variables are the inverse squared 

root of primary sample sizes used to correct for publi-

cation bias, the country’s GDP, the household income 

level and the two time trends corresponding to the 

publication date of the primary studies and to the dec-

ade of the data used to estimate elasticities. The 14 

nominal explanatory variables are listed in Table 4. 

Most of these variables have already been discussed in 

section 2 except for the “Urban vs rural households” 

variable, which indicates whether the elasticity has  

been estimated for an urban population, a rural popu-

lation or the general population without distinctions 

made between rural and urban areas. For each nomi-

nal variable, the modality serving as a baseline refer-

ence is highlighted in Table 4.  

Estimation results are presented in Table 5 for 

price elasticities and in Table 6 for income elasticities. 

In both tables, the second column (Model (1)) reports 

the estimated coefficient of our “baseline” mixed  

effect MRA model. In this model, random primary 

study effects are included, publication bias is account-

ed for by using the inverse primary sample sizes as 

explanatory variables, and sample sizes are also used 

as weights to correct for heteroscedasticity issues. The 

other columns of Tables 5 and 6 report the results  

of estimations that have been conducted to test the 

Table 4.  Descriptive statistics of the variables introduced in the meta-regression - summary statistics 

  
Own price  

elasticities 

Income  

elasticities 

 
  

Own price  

elasticities 

Income  

elasticities 

 

Average 

elasticity 

Nb 

Obs 

Average 

elasticity 

Nb  

Obs 

 
 

Average 

elasticity 

Nb 

Obs 

Average 

elasticity 

Nb  

Obs 

Type of data  Demand model     

Panel -0.72 129 0.66 80  LA-AIDS  -0.71 503 0.82 388 

Cross section -0.58 2804 0.63 2900  AIDS  -0.84 575 0.79 229 

Time series -0.66 401 0.69 331  QUAIDS -0.78 449 0.64 319 

Data level  Rotterdam -0.44 33 0.34 36 

Individual  -0.70 1154 0.70 1153  Translog -0.71 65 0.97 61 

Country -0.47 2180 0.59 2158  Single equation -0.90 49 0.51 68 

Product  Other  -0.46 1883 0.58 1990 

Dairy  -0.59 419 0.72 412  CES or LES -0.31 243 0.55 220 

Fruits and vegetables  -0.61 668 0.61 694  Zero demands accounted for 

Meat and fish -0.57 945 0.73 946  Yes  -0.77 335 0.68 283 

Oils and fats  -0.44 338 0.46 326  No -0.54 2999 0.63 3028 

Other food products -0.67 444 0.77 424  Prices adjusted for quality 

Cereals  -0.52 520 0.45 509  Yes -0.62 165 0.80 200 

Product aggregation level  No -0.57 3191 0.62 3111 

Product level -0.68 1263 0.69 1253  Individuals’ characteristics included 

Aggregate level -0.49 2071 0.60 2058  Yes -0.57 2933 0.62 2735 

Region  No  -0.64 401 0.71 576 

Latin America  -0.50 247 0.65 371  Products’ characteristics included 

East Asia -0.66 425 0.73 506  Yes -0.58 24 0.99 16 

Asia Other -0.60 609 0.59 542  No  -0.57 3310 0.64 3295 

European Union -0.43 541 0.52 521  Time variables included 

Europe Other -0.57 78 0.34 78  Yes -0.84 308 0.71 344 

Former Soviet Union -0.49 224 0.64 224  No  -0.55 3026 0.63 2967 

Middle East  -0.64 257 0.57 188  Multi-stage budgeting 

North Africa  -0.49 35 0.63 35  Yes -0.55 2356 0.58 2082 

Sub-Saharan Africa  -0.61 464 0.75 500  No  -0.64 978 0.72 1229 

Oceania  -0.33 42 0.43 42  Econometric method 

North America -0.61 412 0.65 304  Least Square regression -0.41 295 0.62 337 

Urban vs rural households  SUR  -0.73 685 0.74 577 

Urban -0.62 360 0.64 346  Other method -0.74 248 0.70 315 

Rural -0.62 321 0.76 385  Maximum Likelihood  -0.50 2106 0.60 2082 

No distinction -0.55 2653 0.61 2580  

Source: author`s calculations 
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sensitivity of our results to the specifications of Model 

(1). More precisely, the third column (Model (2)) 

reports  estimation results obtained without account-

ing for publication bias. The fourth column (Model 

(3)) reports estimation results obtained by using DF 

instead of sample sizes to weight observations. In 

Model (4), random author effects are included instead 

of random study effects, and in Model (5), both ran-

dom study and author effects are included, with the 

study effect being nested within the author effect. 

Model (6) is a fixed effect-size MRA, i.e., no random 

effects are introduced to account for correlations be-

tween elasticity estimates within primary studies or 

authors. Models (7) and (8) are estimated to test the 

sensitivity of our results to the treatment of outliers. 

Indeed, as did CORNELSEN et al. (2015), we consid-

ered price and income elasticities that ranged outside 

three standard deviations of their respective averages 

as outliers and excluded them from our sample. Model 

(7) is estimated for a sample for which outliers are 

treated by using another approach, which is a trim-

ming method similar to that used by Nelson (2013). 

The trimming method involves excluding 10% of 

observations from the sample, i.e., the largest elastici-

ties (2.5% of the observations), the smallest elastici-

ties (2.5%), the elasticities with largest standard errors 

(or the smallest sample sizes in our case) (2.5%) and 

the elasticities with lowest standard errors (or the 

largest sample sizes in our case) (2.5%). This method 

leads to the exclusion of 307 price elasticities and 287 

income elasticity estimates compared to 63 and 41 

estimates, respectively, that were excluded with the 

“three standard deviations rule”. Finally, Model (8) is 

estimated for a sample for which no outliers are ex-

cluded.  

Several findings from the estimation results of 

Model (1) shown in Tables 5 and 6 can be highlighted.  

First, GDP per capita has a significant and nega-

tive impact on income elasticities and a positive im-

pact on uncompensated price elasticities, meaning that 

both elasticities decrease in absolute terms with GDP 

per capita. Household income level also has a signifi-

cant and negative impact on income elasticities within 

countries, which confirms the relevance of using this 

information rather than considering average elastici-

ties computed across all household income levels, as 

in CORNELSEN et al. (2015). The decrease in income 

elasticities with income levels is indeed in accordance 

with economic theory related to Engel’s law (see, e.g., 

PINSTRUP-ANDERSEN and CAICEDO (1978), who 

highlight this point). It is also not surprising that food 

demand becomes less responsive to price as incomes 

increase (see, e.g., ALDERMAN, 1986), especially for 

uncompensated price elasticities that by definition 

incorporate income effects of price changes (CLEM-

ENTS et al., 2006). These results are also in line with 

the food demand elasticities estimates provided in 

SEALE et al. (2003a) and MUHAMMAD et al. (2011), 

who undertake an international comparison of food 

consumption patterns. 

Second, the type of product involved has a signif-

icant impact on income and price elasticities: income 

elasticities tend to be lowest for cereals, higher for oils 

and fats and fruits and vegetables, and the highest for 

meat and dairy products. The ranking is the same for 

price elasticities. Once again, these results appear to 

be in accordance with the theory, and are in line with 

those of SEALE et al. (2003a) and MUHAMMAD et al. 

(2011), who found that for individual countries, staple 

food demand is less responsive to price and income 

than luxury food demand. 

Third, some patterns emerge from the regional 

parameter estimates. Indeed, world regions appear to 

be divided into two groups. For a first group of re-

gions (the EU, East Asia, North Africa and Oceania), 

the estimated “region” coefficients are not significant-

ly different from zero in our meta-regressions, imply-

ing that in these regions’ elasticities (income or price) 

are similar to those of the reference region, North 

America. In the second group of regions (Sub-Saharan 

Africa, Latin America, the Middle East, the Former 

Soviet Union, other European countries and other 

Asian countries), income and price elasticities tend to 

be higher in absolute terms than in the reference re-

gion. Since GDP per capita is controlled for in the 

estimation procedure, this result might be attributed to 

other differences between developed (the first group) 

and developing countries (the second group). These 

differences could, for instance, be related to differ-

ences in the diversification of consumption baskets 

tastes or to differences in tastes across countries as 

shown by CLEMENTS et al. (2006) through their com-

parison of international consumption patterns for 

broad product categories. 
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Table 5.  MRA of price elasticities – estimation results  

 Model (1) Model (2) Model (3) Model (4) Model (5) Model (6) Model (7) Model (8) 

Quantitative variables 
 

       

Intercept -0.25 (0.15) -0.36 (0.15) -0.25 (0.15) -0.16 (0.17) -0.25 (0.15) -0.33 (0.06) -0.02 (0.15) -0.32 (0.18) 

Publication bias correction term -14.95 (5.73)  -15.20 (5.76) -14.87 (5.82) -14.96 (5.73) -1.21 (2.52) -49.93 (11.23) -8.57 (6.86) 

Publication date trend (1976=1) -0.004 (0.005) -0.004 (0.005) -0.004 (0.01) -0.002 (0.003) -0.004 (0.005) -0.003 (0.001) -0.010 (0.005) -0.010 (0.01) 

Data decade trend (1950’s=1) 0.03 (0.03) 0.03 (0.03) 0.03 (0.03) 0.03 (0.02) 0.03 (0.03) 0.04 (0.01) 0.002 (0.03) 0.04 (0.03) 

GDP per capita (in 1,000 US$) 0.005 (0.0005) 0.005 (0.000)5) 0.005 (0.0004) 0.005 (0.0005) 0.005 (0.0005) 0.003 (0.0005) 0.005 (0.0004) 0.005 (0.0006) 

Household income level 

(%age of highest income) -0.01 (0.02) -0.01 (0.02) -0.01 (0.02) -0.02 (0.02) -0.01 (0.02) -0.04 (0.02) 0.02 (0.02) -0.01 (0.03) 

Nominal variables 
 

       

Type of data  
 

       

Panel 0.10 (0.16) 0.21 (0.16) 0.10 (0.16) -0.37 (0.15) 0.10 (0.16) 0.15 (0.06) 0.35 (0.16) 0.07 (0.19) 

Cross section 0.13 (0.15) 0.24 (0.15) 0.14 (0.15) -0.16 (0.15) 0.13 (0.15) 0.23 (0.06) 0.43 (0.15) 0.04 (0.18) 

Data level  

 

       

Individual  -0.13 (0.12) -0.15 (0.12) -0.13 (0.12) -0.001 (0.13) -0.13 (0.12) -0.21 (0.04) -0.46 (0.13) -0.05 (0.15) 

Product  

 

       

Dairy  -0.13 (0.01) -0.13 (0.01) -0.13 (0.01) -0.13 (0.01) -0.13 (0.01) -0.12 (0.02) -0.13 (0.01) -0.09 (0.02) 

Fruits and vegetables  -0.08 (0.01) -0.08 (0.01) -0.08 (0.01) -0.08 (0.01) -0.08 (0.01) -0.09 (0.01) -0.07 (0.01) -0.05 (0.02) 

Meat and fish -0.10 (0.01) -0.10 (0.01) -0.10 (0.01) -0.10 (0.01) -0.10 (0.01) -0.10 (0.01) -0.09 (0.01) -0.14 (0.02) 

Oils and fats  0.01 (0.02) 0.01 (0.02) 0.01 (0.02) 0.01 (0.02) 0.01 (0.02) 0.02 (0.02) 0.03 (0.01) 0.03 (0.02) 

Other food products -0.18 (0.01) -0.18 (0.01) -0.18 (0.01) -0.18 (0.01) -0.18 (0.01) -0.18 (0.02) -0.17 (0.01) -0.17 (0.02) 

Product aggregation level  

 

       

Product level 0.03 (0.05) 0.03 (0.05) 0.03 (0.05) -0.04 (0.05) 0.03 (0.05) -0.09 (0.02) -0.02 (0.04) 0.01 (0.06) 

Region  

 

       

East Asia -0.02 (0.04) -0.01 (0.04) -0.02 (0.04) -0.005 (0.04) -0.02 (0.04) -0.01 (0.03) -0.02 (0.04) 0.01 (0.05) 

Asia Other -0.13 (0.04) -0.12 (0.04) -0.13 (0.04) -0.13 (0.04) -0.13 (0.04) -0.21 (0.03) -0.12 (0.03) -0.13 (0.05) 

European Union -0.04 (0.03) -0.03 (0.03) -0.04 (0.03) -0.03 (0.03) -0.04 (0.03) -0.10 (0.02) -0.03 (0.03) -0.03 (0.05) 

Europe Other -0.10 (0.05) -0.10 (0.05) -0.11 (0.05) -0.10 (0.05) -0.10 (0.05) -0.26 (0.04) -0.11 (0.05) -0.10 (0.07) 

Former Soviet Union -0.11 (0.04) -0.10 (0.04) -0.11 (0.04) -0.11 (0.04) -0.11 (0.04) -0.20 (0.03) -0.10 (0.03) -0.10 (0.05) 

Latin America  -0.08 (0.04) -0.07 (0.04) -0.08 (0.04) -0.07 (0.04) -0.08 (0.04) -0.15 (0.03) -0.07 (0.03) -0.07 (0.05) 

Middle East  -0.09 (0.04) -0.09 (0.04) -0.10 (0.04) -0.09 (0.04) -0.09 (0.04) -0.22 (0.03) -0.09 (0.03) -0.10 (0.05) 

North Africa -0.10 (0.05) -0.09 (0.05) -0.10 (0.05) -0.10 (0.05) -0.10 (0.05) -0.19 (0.05) -0.09 (0.05) -0.10 (0.07) 

Sub-Saharan Africa -0.19 (0.04) -0.18 (0.04) -0.19 (0.04) -0.18 (0.04) -0.19 (0.04) -0.28 (0.03) -0.17 (0.03) -0.20 (0.05) 

Oceania  -0.04 (0.05) -0.03 (0.05) -0.04 (0.05) -0.03 (0.05) -0.04 (0.05) -0.10 (0.05) -0.04 (0.04) -0.03 (0.07) 

Urban vs rural households  

 

       

Urban 0.03 (0.03) 0.03 (0.03) 0.03 (0.03) 0.03 (0.03) 0.03 (0.03) 0.09 (0.02) 0.05 (0.03) 0.03 (0.04) 

Rural -0.02 (0.03) -0.02 (0.03) -0.02 (0.03) -0.01 (0.03) -0.02 (0.03) 0.05 (0.02) 0.01 (0.03) -0.01 (0.04) 
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 Model (1) Model (2) Model (3) Model (4) Model (5) Model (6) Model (7) Model (8) 

Demand model  

 

       

AIDS -0.39 (0.13) -0.36 (0.13) -0.39 (0.13) -0.60 (0.15) -0.39 (0.13) -0.50 (0.04) -0.32 (0.12) -0.41 (0.15) 

LAIDS  -0.43 (0.13) -0.40 (0.13) -0.43 (0.13) -0.67 (0.15) -0.43 (0.13) -0.40 (0.04) -0.3 (0.11) -0.44 (0.15) 

QUAIDS  -0.41 (0.13) -0.39 (0.13) -0.41 (0.14) -0.44 (0.15) -0.41 (0.14) -0.44 (0.04) -0.33 (0.12) -0.44 (0.16) 

Rotterdam -0.38 (0.15) -0.34 (0.15) -0.38 (0.15) -0.61 (0.16) -0.38 (0.15) -0.17 (0.07) -0.22 (0.14) -0.33 (0.18) 

Translog -0.36 (0.16) -0.43 (0.15) -0.35 (0.16) -0.61 (0.17) -0.36 (0.16) -0.40 (0.05) -0.23 (0.15) -0.36 (0.18) 

Single equation -0.55 (0.17) -0.60 (0.17) -0.56 (0.17) -0.60 (0.20) -0.55 (0.17) -0.68 (0.05) -0.96 (0.17) -0.7 (0.19) 

Other -0.32 (0.13) -0.30 (0.13) -0.33 (0.13) -0.56 (0.15) -0.33 (0.13) -0.21 (0.04) -0.35 (0.12) -0.27 (0.15) 

Zero demands accounted for  

 

       

Yes  0.004 (0.07) 0.02 (0.07) 0.004 (0.07) 0.04 (0.05) 0.004 (0.07) -0.01 (0.02) -0.03 (0.06) -0.04 (0.08) 

Prices adjusted for quality  

 

       

Yes -0.07 (0.06) -0.07 (0.06) -0.07 (0.06) -0.22 (0.05) -0.07 (0.06) 0.01 (0.03) -0.09 (0.05) -0.04 (0.08) 

Individuals’ characteristics included  

 

       

Yes -0.15 (0.08) -0.11 (0.08) -0.15 (0.08) -0.02 (0.05) -0.15 (0.08) -0.06 (0.03) -0.17 (0.07) -0.04 (0.1) 

Products’ characteristics included  

 

       

Yes -0.14 (0.13) -0.13 (0.13) -0.14 (0.13) -0.11 (0.1) -0.14 (0.13) -0.12 (0.07) -0.06 (0.12) -0.08 (0.15) 

Time variables included          

Yes -0.07 (0.06) -0.08 (0.06) -0.07 (0.06) -0.10 (0.04) -0.07 (0.06) -0.11 (0.02) -0.02 (0.06) -0.05 (0.07) 

Multi-stage budgeting          

Yes 0.04 (0.06) 0.04 (0.06) 0.04 (0.06) 0.002 (0.05) 0.04 (0.06) 0.02 (0.02) -0.03 (0.05) 0.03 (0.07) 

Econometric method          

Least Square regression 0.13 (0.10) 0.11 (0.1) 0.13 (0.10) 0.23 (0.10) 0.13 (0.10) 0.29 (0.04) 0.18 (0.10) 0.13 (0.12) 

SUR  0.11 (0.07) 0.09 (0.06) 0.11 (0.07) 0.34 (0.06) 0.11 (0.07) 0.17 (0.02) 0.09 (0.06) 0.09 (0.08) 

Other 0.08 (0.07) 0.06 (0.07) 0.08 (0.07) 0.20 (0.07) 0.08 (0.07) 0.14 (0.03) 0.17 (0.07) 0.03 (0.09) 

Number of observations 3,334 3,334 3,334 3,334 3,334 3,334 3,090 3,397 

-2LogLikelihood -329.9 -323.2 -332.6 -308.1 -329.9 62.3 -1093.3 1978.4 

Akaike’ Information Criterion -239.9 -235.2 -242.6 -218.1 -237.9 150.3 -1003.3 2068.4 

Bayesian Information Criterion -135.1 -132.6 -137.7 -132.0 -130.7 419.3 -902.1 2069.6 

Variance of error terms 0.19 0.19 0.19 0.19 0.19 0.23 0.15 0.38 

Variance of random effect         

Study effect 0.03 0.03 0.03  0.02 - 0.02 0.04 

Author effect - -  0.05 0.02 - - - 

Note: standard errors are in parentheses, parameter estimates significant at 5% are reported in bold – Model (1): “baseline” – Model (2): no correction for publication bias – Model (3): DF used to 

weight observations – Model (4): Random author effect  – Model (5): Random author effect – Model (6): Fixed effect MRA – Model (7): Treatment of outliers by trimming method – Model (8): 

No treatment of outliers. 

Source: author`s calculations 
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Table 6.  MRA of income elasticities – estimation results  

 Model (1) Model (2) Model (3) Model (4) Model (5) Model (6) Model (7) Model (8) 

Quantitative variables 
 

       

Intercept 0.41 (0.25) 0.23 (0.23) 0.40 (0.25) 0.35 (0.28) 0.41 (0.25) 0.74 (0.08) 0.13 (0.20) 0.56 (0.27) 

Publication bias correction term -24.66 (6.29)  -23.78 (6.36) -31.76 (6.48) -24.66 (6.29) -4.67 (3.37) 10.16 (8.14) -17.73 (8.26) 

Publication date trend (1976=1) 0.003 (0.01) 0.01 (0.01) 0.003 (0.01) 0.01 (0.004) 0.003 (0.01) -0.001 (0.002) 0.01 (0.01) 0.01 (0.01) 

Data decade trend (1950’s=1) 0.01 (0.03) 0.01 (0.03) 0.01 (0.03) -0.03 (0.03) 0.01 (0.03) 0.05 (0.02) -0.02 (0.03) -0.04 (0.04) 

GDP per capita (in 1,000 US$) -0.01 (0.0005) -0.01 (0.0005) -0.01 (0.0005) -0.01 (0.0005) -0.01 (0.0005) -0.01 (0.0005) -0.01 (0.0005) -0.01 (0.0005) 

Household income level  

(%age of highest income) -0.19 (0.03) -0.21 (0.03) -0.19 (0.03) -0.18 (0.03) -0.19 (0.03) -0.21 (0.03) -0.11 (0.03) -0.23 (0.04) 

Nominal variables 

 

       

Type of data  

 

       

Panel -0.25 (0.25) -0.27 (0.24) -0.25 (0.25) 0.10 (0.21) -0.25 (0.25) -0.52 (0.08) -0.19 (0.21) -0.26 (0.28) 

Cross section -0.10 (0.21) -0.11 (0.21) -0.10 (0.21) 0.29 (0.20) -0.10 (0.21) -0.08 (0.07) -0.12 (0.17) -0.06 (0.24) 

Data level  

 

       

Individual  -0.19 (0.18) -0.07 (0.17) -0.18 (0.18) -0.26 (0.19) -0.19 (0.18) 0.05 (0.06) -0.06 (0.15) -0.11 (0.21) 

Product  

 

       

Dairy  0.29 (0.02) 0.29 (0.02) 0.28 (0.02) 0.28 (0.02) 0.29 (0.02) 0.28 (0.02) 0.26 (0.01) 0.34 (0.03) 

Fruits and vegetables  0.15 (0.02) 0.15 (0.02) 0.15 (0.01) 0.15 (0.02) 0.15 (0.02) 0.14 (0.02) 0.14 (0.01) 0.19 (0.02) 

Meat and fish 0.28 (0.01) 0.28 (0.01) 0.28 (0.01) 0.27 (0.01) 0.28 (0.01) 0.29 (0.02) 0.25 (0.01) 0.32 (0.02) 

Oils and fats  0.05 (0.02) 0.05 (0.02) 0.05 (0.02) 0.05 (0.02) 0.05 (0.02) 0.05 (0.02) 0.03 (0.02) 0.11 (0.03) 

Other food products 0.36 (0.02) 0.36 (0.02) 0.36 (0.02) 0.36 (0.02) 0.36 (0.02) 0.34 (0.02) 0.33 (0.01) 0.44 (0.02) 

Product aggregation level  

 

       

Product level 0.07 (0.06) 0.05 (0.06) 0.07 (0.06) 0.11 (0.05) 0.07 (0.06) -0.06 (0.03) 0.18 (0.05) -0.01 (0.07) 

Region  

 

       

East Asia 0.03 (0.05) 0.03 (0.05) 0.03 (0.05) -0.005 (0.05) 0.03 (0.05) -0.01 (0.03) 0.03 (0.04) 0.02 (0.07) 

Asia Other 0.15 (0.04) 0.15 (0.04) 0.15 (0.04) 0.13 (0.04) 0.15 (0.04) -0.07 (0.04) 0.15 (0.04) 0.12 (0.07) 

European Union 0.04 (0.04) 0.04 (0.04) 0.04 (0.04) 0.01 (0.04) 0.04 (0.04) -0.03 (0.03) 0.04 (0.03) 0.02 (0.06) 

Europe Other 0.11 (0.06) 0.12 (0.06) 0.11 (0.06) 0.07 (0.05) 0.11 (0.06) -0.09 (0.04) 0.11 (0.05) 0.09 (0.08) 

Former Soviet Union 0.12 (0.04) 0.12 (0.04) 0.12 (0.04) 0.10 (0.04) 0.12 (0.04) -0.01 (0.04) 0.12 (0.04) 0.10 (0.07) 

Latin America  0.09 (0.04) 0.09 (0.04) 0.09 (0.04) 0.07 (0.04) 0.09 (0.04) -0.02 (0.04) 0.08 (0.04) 0.07 (0.06) 

Middle East  0.10 (0.04) 0.11 (0.04) 0.10 (0.04) 0.09 (0.04) 0.10 (0.04) -0.03 (0.04) 0.10 (0.04) 0.08 (0.06) 

North Africa 0.11 (0.06) 0.11 (0.06) 0.11 (0.06) 0.10 (0.06) 0.11 (0.06) -0.02 (0.06) 0.11 (0.05) 0.09 (0.09) 

Sub-Saharan Africa 0.22 (0.04) 0.22 (0.04) 0.22 (0.04) 0.21 (0.04) 0.22 (0.04) 0.09 (0.04) 0.20 (0.04) 0.22 (0.06) 

Oceania  0.04 (0.06) 0.04 (0.06) 0.04 (0.06) 0.02 (0.05) 0.04 (0.06) -0.07 (0.05) 0.03 (0.05) 0.01 (0.08) 

Urban vs rural households  

 

       

Urban -0.08 (0.04) -0.07 (0.04) -0.08 (0.04) -0.13 (0.04) -0.08 (0.04) -0.10 (0.03) -0.09 (0.04) -0.04 (0.06) 

Rural 0.05 (0.04) 0.05 (0.04) 0.05 (0.04) -0.01 (0.04) 0.05 (0.04) 0.04 (0.03) -0.004 (0.04) 0.10 (0.06) 



All rights reserved www.gjae-online.de

 

 

 Model (1) Model (2) Model (3) Model (4) Model (5) Model (6) Model (7) Model (8) 

Demand model  

 

       

AIDS 0.27 (0.23) 0.30 (0.22) 0.27 (0.23) 0.10 (0.26) 0.27 (0.23) 0.07 (0.05) 0.36 (0.18) 0.28 (0.24) 

LAIDS  0.24 (0.23) 0.26 (0.21) 0.24 (0.23) 0.06 (0.27) 0.24 (0.23) 0.21 (0.05) 0.31 (0.18) 0.27 (0.24) 

QUAIDS  0.28 (0.23) 0.30 (0.21) 0.28 (0.22) 0.09 (0.26) 0.28 (0.23) -0.02 (0.05) 0.31 (0.18) 0.23 (0.24) 

Rotterdam 0.19 (0.24) 0.21 (0.23) 0.19 (0.24) 0.11 (0.28) 0.19 (0.24) -0.28 (0.08) 0.10 (0.20) 0.12 (0.27) 

Translog 0.74 (0.26) 0.59 (0.24) 0.74 (0.26) 0.78 (0.28) 0.74 (0.26) 0.39 (0.07) 0.76 (0.21) 0.68 (0.28) 

Single equation -0.04 (0.26) 0.04 (0.25) -0.04 (0.26) -0.38 (0.32) -0.04 (0.26) 0.03 (0.06) 0.13 (0.21) -0.03 (0.28) 

Other 0.14 (0.23) 0.19 (0.22) 0.15 (0.23) -0.11 (0.27) 0.14 (0.23) -0.16 (0.06) 0.30 (0.18) 0.12 (0.25) 

Zero demands accounted for  

 

       

Yes  -0.18 (0.10) -0.15 (0.10) -0.18 (0.1) -0.19 (0.07) -0.18 (0.10) -0.28 (0.02) -0.14 (0.09) -0.21 (0.11) 

Prices adjusted for quality  

 

       

Yes 0.14 (0.12) 0.16 (0.11) 0.14 (0.12) -0.05 (0.06) 0.14 (0.12) 0.04 (0.03) 0.15 (0.09) 0.14 (0.12) 

Individuals’ characteristics included  

 

       

Yes 0.12 (0.11) 0.17 (0.11) 0.12 (0.11) -0.11 (0.08) 0.12 (0.11) -0.01 (0.03) 0.17 (0.09) 0.15 (0.12) 

Products’ characteristics included  

 

       

Yes )0.22 (0.19) 0.26 (0.19) 0.23 (0.19) 0.35 (0.16) 0.22 (0.19) 0.27 (0.09) 0.12 (0.15) 0.71 (0.21) 

Time variables included          

Yes 0.01 (0.09) 0.001 (0.09) 0.01 (0.09) 0.0007 (0.06) 0.01 (0.09) 0.02 (0.02) -0.02 (0.07) 0.01 (0.10) 

Multi-stage budgeting          

Yes -0.20 (0.09) -0.19 (0.09) -0.2 (0.09) -0.37 (0.07) -0.20 (0.09) -0.27 (0.03) -0.21 (0.08) -0.20 (0.10) 

Econometric method          

Least Square regression 0.08 (0.13) 0.04 (0.13) 0.07 (0.13) 0.46 (0.14) 0.08 (0.13) -0.25 (0.04) 0.03 (0.12) 0.03 (0.16) 

SUR  0.06 (0.1) 0.02 (0.10) 0.06 (0.10) 0.48 (0.09) 0.06 (0.10) -0.09 (0.03) 0.04 (0.08) 0.02 (0.11) 

Other 0.06 (0.12) -0.02 (0.11) 0.06 (0.12) 0.48 (0.1) 0.06 (0.12) 0.02 (0.04) -0.01 (0.1) 0.05 (0.13) 

Number of observations 3,311 3,311 3,311 3,311 3,311 3,311 3,065 3,352 

-2LogLikelihood 511.9 526.9 494.7 495.6 511.9 1220.3 -624.5 3287.2 

Akaike’ Information Criterion 601.9 614.9 584.7 585.6 603.9 1308.3 -534.5 3377.9 

Bayesian Information Criterion 703.1 713.9 685.9 673.4 707.4 1576.9 -438.8 3479.1 

Variance of error terms 0.23 0.24 0.23 0.23 0.23 0.31 0.17 0.54 

Variance of random effect         

Study effect 0.07 0.06 0.07 - 0.03 - 0.04 0.07 

Author effect - - - 0.12 0.03 -   

Note: standard errors are in parentheses, parameter estimates significant at 5% are reported in bold – Model (1): “baseline” – Model (2): no correction for publication bias – Model (3): DF used to 

weight observations – Model (4): Random author effect – Model (5): Random author effect – Model (6): Fixed effect MRA – Model (7): Treatment of outliers by trimming method – Model (8): No 

treatment of outliers 

Source: author`s calculations 
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Fourth, turning to the characteristics related  

to the specification of the model and method used  

to estimate demand elasticities, the main effect on 

estimated elasticity values observed appears to be 

related to the model used to represent demand. Price 

elasticity estimates derived from flexible forms, such 

as the AIDS of quadratic or linear form and from  

Rotterdam and Translog demand systems, appear sig-

nificantly higher than those derived from the LES and 

CES and lower than those derived from ad hoc single 

equations. This result stands in contrast with the con-

clusions of CORNELSEN et al. (2016), who find no 

significant effects of the functional form used to  

estimate food demand price elasticities. However, 

these authors only distinguish AIDS and “non-AIDS” 

forms of demand systems. On the other hand, they 

find estimation methods to have a significant impact 

on estimated elasticities, which is not found to be the 

case in our study for the same classification of estima-

tion methods. Their result might in fact be related  

to effects of the functional form used to estimate elas-

ticities, as the selection of an estimation method  

generally results from the specification of the econo-

metric model to be estimated. Functional forms appear 

to have less impact on estimated income elasticities 

with only the Translog demand system having an im-

pact on these elasticities that is significantly different 

from other functional forms. However, while adopting 

a multi-stage budgeting framework is found to have 

no significant impact on price elasticity estimates, it 

appears to lead to significantly lower income elastici-

ties, and this is the case, although we only consider 

unconditional income elasticities. This shows that 

methodological strategies influence the value of esti-

mated elasticities and calls for sensitivity analyses 

from economists using estimated elasticities in their 

models.  

All conclusions regarding the effects of income, 

products, regions, functional forms and multi-stage 

budgeting remain valid when we consider different 

MRA model specifications (Models (2)-(6)) or sample 

selection methods (Models (7)-(8)). According to the 

Aikaike and Bayesian Information Criteria (AIC and 

BIC) reported at the end of Tables 5 and 6, the speci-

fication including a correction of publication bias 

(Model (1)) is preferred to the specification without 

this correction (Model (2)), which was expected. Fur-

thermore, among the different specifications used to 

account for unobserved heterogeneity and potential 

correlations between elasticity estimates (random 

study effects in Model (1), random author effects in 

Model (4), both types of effects in Model (5) and no 

effect in Model (6)) 8, the model including random 

study effects appears to be the preferred one. Most of 

the differences in estimation results actually appear 

with the fixed effect-size MRA model (Model (6)), 

where several explanatory variables that are found, in 

Model (1), to have no significant impact on elasticity 

estimates, such as the decade a dataset refers to, the 

type of data concerned, the levels of product aggrega-

tion or the distinctions between urban and rural 

households, appear to be significant in Model (6). As 

is shown by BATEMAN and JONES (2003), not ac-

counting for the heterogeneity between studies that 

remains after observable study characteristics are tak-

en into account can lead to misleading conclusions 

regarding the impacts of several of these characteris-

tics on price and income elasticity estimates.  

5 Conclusion 

The main purposes of this paper were twofold: first, to 

reveal general patterns characterizing the demand 

elasticities of food products and second, to identify 

the major sources of heterogeneity between the esti-

mates of the elasticities available in the literature to 

help economists to select empirical estimates of these 

key parameters for their simulation models. To 

achieve these objectives, we conducted a broad litera-

ture review of food demand elasticity estimates and 

performed an MRA. The MRA applied herein differs 

from those of previous works addressing similar is-

sues in several respects. First, we considered not only 

price but also income elasticity, which can have con-

siderable impacts on the outcomes of simulation mod-

els. Second, relative to previous studies, additional 

variables characterizing elasticity estimates were in-

cluded in our analysis. We notably considered more 

detailed categorizations of functional forms represent-

ing food demand and information on household in-

come levels. Third, in line with the MAER-NET pro-

tocol, heteroscedasticity issues were accounted for 

and publication selection bias was addressed, and we 

relied on a mixed-effect MRA model to account for 

potential correlations between elasticity estimates 

collected from the same study.  

                                                           
8  Models (3), (6), (7) and (8) are not directly comparable 

to the other specifications since they are not estimated 

based on the same data. In Model (3), a different varia-

ble is used to weight observations, and Model (7) and 

(8) are estimated based on different samples of observa-

tions. 
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Our results first reveal some general patterns re-

garding the levels of price and income elasticities of 

food demand elasticities. We found demand to be less 

responsive to income and price changes for staple 

products, which conforms to economic theory. It also 

appears that income levels have important impacts on 

income and price elasticities both at country (GDP) 

and household levels: the higher the income is, the 

lower the level of elasticity. We also found demand 

elasticities to present different patterns depending on 

the global region considered apart from any income 

level considerations.  

Beyond these factual elements and perhaps more 

importantly, the functional forms used to represent 

food demand were found to significantly affect price 

elasticity estimates, and the adoption of multi-stage 

budgeting frameworks was found to significantly  

impact unconditional income elasticity estimates. 

These results contrast with those obtained through 

previous meta-analysis and can notably be attributed 

to the more thorough representation of the modelling 

food demand considered here. Our results show that 

methodological strategies influence the value of esti-

mated elasticities and call for sensitivity analyses 

from economists using estimated food demand elas-

ticities to calibrate their models. This is all the more 

important because food demand elasticities are crucial 

parameters in the calibration of simulation models 

used to assess the impacts of agricultural policy re-

forms. 

Sensitivity analyses were performed to test the 

robustness of our results to the specifications of the 

MRA models. Our main results proved to be robust to 

the assumptions underlying these models. 

Finally, it should be noted that the meta-analysis 

presented here does not consider potential differences 

in food elasticities between domestic and imported 

goods. This is because the primary studies included in 

our dataset do not provide sufficient information for 

analysing this issue, as none of them distinguish be-

tween imported and domestic goods. This is, however, 

an important question since, as shown by SEALE et al. 

(2003b), for example, in the case of wine in the US, 

income and price elasticities can significantly differ 

between domestic and imported goods and between 

different sources of imported goods. Notably, this can 

have important implications when using elasticities  

to calibrate models aimed at simulating the impacts  

of trade policies. This point should be considered in 

future work analysing food demand elasticity esti-

mates.  
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Online Appendix 1:  
Detailed Description of the Data 
Search and Coding Methods 


In line with the MAER-NET protocol, this appendix 


provides a detailed description of how the literature 


was searched and coded to build our database of price 


and income elasticity estimates. The procedure used to 


collect the references included in the database is pre-


sented in the first section. The second section is de-


voted to the coding of information collected from 


primary studies. Finally, the selection of the sample 


used in the meta-analysis is described in the third sec-


tion. 


A1.1 Data Collection 


Diverse data sources are commonly used to calibrate 


demand functions in global economic models (see, for 


instance, VALIN et al. (2014) for a summary of data 


sources used in ten computable general equilibrium 


and partial equilibrium models). Several models, such 


as GCAM (CLARKE et al., 2007), GLOBIOM (Havlik 


et al., 2011) and Mirage-BioF (LABORDE and VALIN, 


2012), use the price elasticities provided in two re-


ports released by the United States Department of 


Agriculture (USDA) (SEALE et al. (2003a) and MU-


HAMMAD et al. (2011)1) to calibrate their demand 


function parameters. In these reports, price and in-


come elasticities are estimated for eight broad food 


categories (beverages and tobacco, bread and cereals, 


meat, fish, dairy products, oils and fats, fruits and 


vegetables and other food products) and for a large 


number of countries; own price and income elastici-


ties are estimated for 114 countries in SEALE et al. 


(2003a) and for 144 countries in MUHAMMAD et al. 


(2011). This broad level of country coverage renders 


these elasticity data well-suited for calibrating large 


                                                           
1  MUHAMMAD et al. (2011) is an updated version of SEALE 


et al. (2003a) considering more recent data and more 


countries. 


simulation models. Economists might however wish 


to use other source of elasticities for different reasons 


when, for instance, they consider food products at a 


higher disaggregation level or when they wish to 


compare results obtained with a calibration of demand 


parameters based on USDA estimates to those ob-


tained with a calibration based on other estimates 


given in the literature. The USDA provides a literature 


review database (USDA, 2005), which contains this 


type of information and is notably used to calibrate 


the IMPACT model (ROBINSON et al., 2015). This 


database collects own price, cross price, expenditure 


and income demand elasticity estimates from papers 


that have been published and/or presented in the Unit-


ed States (US) between 1979 and 2005. This repre-


sents a total of 1,800 estimates of own price and in-


come elasticities collected from 72 papers. While the 


database covers a large variety of products at various 


aggregation levels2, few countries are included. The 


US is well-represented, with 1,166 elasticity estimates 


collected from 44 papers, which is not surprising giv-


en the focus of the database on papers published or 


presented in this country. The other elasticities are 


essentially for China with 528 estimates collected 


from 22 papers, and only four other countries (Cana-


da, Indonesia, Portugal and Saudi Arabia) are repre-


sented, with a few estimates collected from up to three 


papers.  


These two data sources, namely, the USDA’s es-


timates given in SEALE et al. (2003a) and MUHAM-


MAD et al. (2011) and the USDA’s literature review 


database, were used to build the database employed to 


conduct the meta-analysis presented here. More pre-


cisely, we started with the structure of the USDA lit-


erature review database, which already includes useful 


information on each elasticity estimate, such as the 


                                                           
2  Product aggregation levels vary from global food ag-


gregate (e.g., HAN et al., 1997) to very detailed levels 


(e.g., milk differentiated by fat level (GOULD, 1996) or 


pasta sauces differentiated by brand (SEO and CAPPS, 


1997)). 







GJAE 68 (2019), Number 2 


2 


references of the papers from which the estimates 


have been collected; the countries, products and time 


periods concerned; the types of data used to conduct 


estimations; and the demand models estimated. The 


elasticities estimated by SEALE et al. (2003a) (1,824 


estimates) and MUHAMMAD et al. (2011) (2,304 esti-


mates) were also included. We then reviewed the pri-


mary studies to check the information included in the 


USDA database and to ensure the consistency of the 


data. Of the 74 references present in these data, five 


PhD dissertations were not available to us, thus re-


stricting our ability to verify the data and to collect 


new information, and we decided to exclude these 


references. 


Then, to broaden the scope of the data, we 


searched for new references providing food demand 


elasticity estimates in the economic literature with a 


focus on pre-2005 studies dealing with countries other 


than the US and China and with a focus on post-2005 


studies regardless of country. 


The search was performed with Google Scholar 


in March 2015 using the following combinations of 


keywords: “price, elasticities, food, demand” and “in-


come, elasticities, food, demand”. We did not limit 


our search to published papers; working papers, re-


ports, and papers presented at conferences were also 


included. A total of 72 references were collected in 


this way. All price and income elasticity estimates of 


food demand reported in these references were col-


lected. Among own price elasticities we distinguished 


uncompensated (Marshallian) price elasticities from 


compensated (Hicksian) elasticities. This distinction is 


important since both elasticities do not measure the 


same type of demand response to prices: uncompen-


sated elasticities measure the impact of a change in 


the price of one good by holding income and the pric-


es of other goods constant, and they thus incorporate 


both income (when the price of one good increases, 


the income available to consume other goods decreas-


es) and substitution effects (when the price of one 


good increases, other goods become relatively less 


expensive); compensated elasticities measure the im-


pacts of a change in the price of one good holding 


consumer utility constant, i.e., they assume that price 


changes are compensated by income changes to main-


tain consumers’ utility levels and do not incorporate 


income effects. The two types of price elasticities can 


thus not be considered equivalent or be studied simul-


taneously. Given the small number of compensated 


own price elasticity estimates present in the USDA 


literature review database and reported in the refer-


ences that we collected (680 of 5,968 own price elas-


ticity estimates), we decided to focus on uncompen-


sated price elasticities alone.  


Our final database includes 3,334 own price elas-


ticities and 3,311 income elasticity estimates collected 


from 93 primary studies published between 1973 and 


2014. Among these studies, a significant number of 


papers, such as SEALE et al. (2003a) and MUHAMMAD 


et al. (2011), are designed to provide estimates of food 


demand elasticities for subsequent use to understand 


the structure of demand for food products or to simu-


late the evolution of such demand under various sce-


narios. While SEALE et al. (2003a) and MUHAMMAD 


et al. (2011) include a large number of countries, most 


of these papers focus on one particular country and 


provide estimates for a complete set of food products 


or for one particular food sector, such as meat, dairy 


products or fruits and vegetables. In other primary 


studies, food demand elasticities are estimated to ad-


dress specific empirical issues, such as the impacts of 


advertising, product differentiation, health policies or 


structural changes, on the structure of food demand. 


Finally, several demand elasticity estimates have been 


collected from primary studies that focused on meth-


odological aspects, such as the functional forms of 


demand models or the estimation procedures used to 


estimate these models. In this case, elasticities are 


generally estimated for illustrative purposes to assess 


the proposed approach. 


A1.2 Information Included and  
Data Coding 


Based on the information collected during the review 


process, our database includes several variables in 


addition to the values of elasticity estimates and the 


references of the primary studies from which they 


have been collected.3  


A first set of information included in our data-


base relates to the primary data that have been used to 


estimate the demand elasticities. Information relates to 


the type of data used (time series, panel or cross sec-


tion), to whether they have been collected at the micro 


(household) or macro (country) level, to the decade in 


which they have been collected, which ranges from 


1950 to 2010, and to the countries and products to 


which these data refer. To homogenize the infor-


                                                           
3  Available human and financial resources did not allow 


for the data to be checked by an independent reviewer 


as recommended under the MAER-NET protocol. An 


additional check was however performed by the author 


herself to limit potential data coding errors. 
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mation on food products, product names as they ap-


pear in the primary studies are mapped to the follow-


ing eight product categories: beverages and tobacco, 


cereals, dairy products, fruits and vegetables, oils and 


fats, meat and fish, other food products and non-food 


products. Given that these categories are in some cas-


es much broader than the product levels considered in 


primary studies, a variable representing the aggrega-


tion level of the primary data is also associated with 


each observation. The following four aggregation 


levels are considered: “global food aggregate”; “prod-


uct category aggregate”, which corresponds to the 


aforementioned categories; “product level”, which 


refers to single products, for instance bananas and 


apples for fruits, beef and poultry for meat, wheat and 


corn for cereals, etc.; “differentiated product level”, 


which refers to products differentiated by specific 


characteristics, for instance, organic or conventional 


for fruits and vegetables or cereals and types of cut for 


meat. Our mapping of product names, product catego-


ries and aggregation levels is presented in Appendix 


3. Country names are converted into standard ISO-


alpha-3 country codes (International Organization for 


Standardization) and are mapped to 11 world regions 


according to the classification provided in Appendix 


4. Where applicable, we also report in our data infor-


mation concerning the types (urban, rural or any type) 


and levels of income of households from which the 


primary data have been collected. While we also 


could have considered simple averages of elasticities 


for primary studies reporting estimates for different 


household categories, as in CORNELSEN et al. (2015), 


this would have led to a loss of potentially important 


information. The levels of household income are ho-


mogenized across studies by reporting these levels as 


a percentage of the highest income considered in the 


study rather than as nominal income amounts. 


The second type of information included in  


the database relates to the precision of the elasticity 


estimates. This information is indeed necessary for 


assessing an important issue of meta-analysis, which 


is publication selection bias. STANLEY (2005) identi-


fies three sources of publication bias as follows:  


(i) papers are more likely to be accepted for publica-


tion when they conform to conventional views;  


(ii) when different models and/or estimation methods 


are tested, authors are more likely to report results 


corresponding to conventional views; and (iii) statisti-


cally significant results are treated more favourably. 


Hence, authors, reviewers and journal editors may 


have a preference for statistically significant results in 


line with conventional views, which results in studies 


finding small or insignificant estimates or estimates 


with unexpected signs to remain unpublished. In  


our case, publication bias may lead food demand elas-


ticities to appear much larger in absolute terms than 


they actually are. It is thus necessary as a first step  


in our meta-analysis to test for the presence of a pub-


lication selection bias in our data. This can be accom-


plished by relying on a method proposed by EGGER  


et al. (1997), the PET test (precision effect test), 


which involves regressing effect size estimates (de-


mand elasticity estimates in our case) on an inverse 


indicator of their precision. This method allows one to 


test both for the presence of a publication bias and for 


the existence of a “true” effect size. EGGER et al. 


(1997) suggest using the inverse standard errors of 


effect size estimates as indicators of their precision 


and thus regressing effect sizes on standard errors of 


estimates. When publication bias is detected, it must 


be accounted for in the subsequent meta-regression 


analysis. STANLEY and DOUCOULIAGOS (2014) rec-


ommend that the PEESE (precision effect estimate 


with standard error) estimator be used in such cases, 


i.e., including the variances of effect size estimates as 


explanatory variables in the meta-regression. This 


approach thus also involves collecting information on 


the standard errors corresponding to each effect size 


(demand elasticities in our case) estimates from the 


primary studies. Unfortunately, we face here the same 


issue as that faced by other meta-analyses of demand 


elasticities: while studies generally report standard 


errors of primary estimates (estimates of demand 


model parameters), few report these elements for the 


elasticities that are computed from these estimates. In 


our sample, less than 30% of estimated elasticities 


have associated standard error estimates and/or Stu-


dent’s t-test statistics, and we do not generally have 


sufficient information (complete covariance matrix  


of estimates) to use delta methods to compute stand-


ard error elasticity estimates. One solution involves 


only selecting studies with standard errors. This ap-


proach was adopted by OGUNDARI and ABDULAI 


(2013) in their study of calorie-income elasticities and 


by Fogarty (2010) in his paper on alcohol demand 


elasticities. However, in our case, this would have 


substantially reduced the sample size and thus limited 


the possibility of conducting an MRA. Some authors 


(Green et al., 2013; CORNELSEN et al., 2015) do not 


treat publication bias because of this lack of standard 


error data. To avoid this issue we use inverse sample 


sizes or degrees of freedom (DF) instead of standard 
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errors. DAY (1999), among others, indeed demon-


strates the link between sample sizes and standard 


deviations of estimates, and EGGER et al. (1997) rec-


ommend the use of sample size or DF as a measure of 


precision in the absence of standard error estimates. 


These two pieces of information are thus collected and 


added to our database. 


The last set of information included in our dataset 


relates to methodological aspects of elasticities esti-


mations. We collected here all relevant information 


that could potentially help to explain the heterogeneity 


among elasticity estimates. This information essential-


ly concerns the following econometric and modelling 


strategies adopted in primary studies: the functional 


form of the demand system from which elasticities are 


estimated; reliance on a multi-stage budgeting struc-


ture; the way in which zero values are treated in the 


estimation process; the use of unit values or quality 


adjusted prices; the inclusion of control variables re-


lated to household characteristics, product characteris-


tics or time periods; and the econometric method used 


to estimate the demand model.  


A1.3  Sample Selection 


This subsection presents the selection procedure ap-


plied to the data sample used for the meta-analysis.  


A first round of data selection was conducted 


based on the aggregation level of food products con-


sidered in the data used in the primary studies. Two  


of the four product aggregation levels identified in our 


dataset were excluded from the analysis as follows: 


the “global food aggregate” level and the “differ-


entiated product” level, which includes very specific 


products that are of little relevance for large simula-


tion models and for which elasticity estimates tend to 


be extremely high in absolute terms. This selection 


approach led to us exclude 42 primary studies and 


1,959 elasticity estimates. 


Then, we excluded primary studies that did not 


provide the number of observations used to estimate 


the elasticities since, as previously mentioned, this 


information is used as a proxy for the precision of 


elasticity estimates in the MRA. This selection ap-


proach led us to exclude 5 primary studies and 372 


elasticity estimates. 


We do not consider in our analysis the “non-


food” and “beverage and tobacco” product categories, 


which correspond to 809 elasticity estimates. The 


“non-food” category indeed falls outside of the scope 


of our study and the demand for “beverage and tobac-


co” exhibits very specific patterns, which explains 


why a large number of meta-analyses have already 


been conducted on these products specifically.  


Finally, as in CORNELSEN et al. (2015), we con-


sider as outliers price and income elasticities ranging 


outside of three standard deviations of their respective 


averages and exclude such outliers from our sample. 


This represents 63 observations for price elasticities 


and 41 observations for income elasticities. 


The sample of elasticity estimates considered the 


paper thus includes 6,645 observations collected from 


93 primary studies, among which 3,334 are price elas-


ticities and 3,311 are income elasticities.  
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Online Appendix 3.  
Products mapping  


Product name in 


primary study 


Product  


category 


Aggregation 


level 


apple fruits and vegetables product level 


apricot fruits and vegetables product level 


aquatic product meat aggregate 


asparagus fruits and vegetables product level 


baked bean  other food products product level 


banana fruits and vegetables product level 


barley cereals product level 


bean fruits and vegetables product level 


bean and product fruits and vegetables product level 


beef meat product level 


beef and mutton meat product level 


beef and veal meat product level 


biscuits other food products product level 


bread other food products product level 


bread and cereals cereals aggregate 


brown bread other food products product level 


butter dairy products product level 


cabbage fruits and vegetables product level 


cabbage chinese fruits and vegetables product level 


cake other food products product level 


candy and mint other food products product level 


canned pea  fruits and vegetables product level 


canned tomato fruits and vegetables product level 


canned vegetable  fruits and vegetables aggregate 


cantaloupe fruits and vegetables product level 


carrot fruits and vegetables product level 


cassava fruits and vegetables product level 


celery fruits and vegetables product level 


cereal cereals aggregate 


cereal and bakery cereals aggregate 


cereals cereals aggregate 


cheese dairy products product level 


cheese total dairy products product level 


cherry fruits and vegetables product level 


cherry sweet fruits and vegetables product level 


chicken meat product level 


chive fruits and vegetables product level 


chocolate other food products product level 


citrus fruits and vegetables product level 


citrus fruit fruits and vegetables product level 


coarse grain cereals aggregate 


cocoa mix and  


milk flavored 
other food products product level 


coconut fruits and vegetables product level 


corn cereals product level 


crucifer fruits and vegetables product level 


cucumber fruits and vegetables product level 


dairy dairy products aggregate 


dairy product dairy products aggregate 


dairy product and egg other food products aggregate 


dried bean  fruits and vegetables product level 


dried fruit fruits and vegetables aggregate 


dried vegetable fruits and vegetables aggregate 


egg other food products product level 


Product name in 


primary study 


Product  


category 


Aggregation 


level 


egg and milk other food products aggregate 


eggplant fruits and vegetables product level 


eggs other food products product level 


fat other food products product level 


fish meat aggregate 


flour other food products product level 


foliage cereals product level 


fresh fruit fruits and vegetables aggregate 


fresh milk product dairy products aggregate 


fresh potato fruits and vegetables product level 


fresh tomato fruits and vegetables product level 


fresh vegetable fruits and vegetables aggregate 


fresh vegetable  fruits and vegetables aggregate 


fresh vegetable dark 


green deep yellow 
fruits and vegetables aggregate 


frozen vegetable fruits and vegetables aggregate 


fruit fruits and vegetables aggregate 


fruit and vegetable  fruits and vegetables aggregate 


fruit shelf stable fruits and vegetables aggregate 


fruits fruits and vegetables aggregate 


garlic fruits and vegetables product level 


gelatin pudding mix other food products product level 


ginger fruits and vegetables product level 


grain cereals aggregate 


grain and cereal cereals aggregate 


grain food cereals aggregate 


grape fruits and vegetables product level 


grapefruit fruits and vegetables product level 


green pepper fruits and vegetables product level 


green vegetable fruits and vegetables product level 


groundnuts fruits and vegetables product level 


honey other food products product level 


Ice cream yogurt dairy products product level 


icecream dairy products product level 


icecream yogurt dairy products product level 


jam other food products product level 


jam and jelly other food products product level 


jam honey chocolate other food products aggregate 


jelly other food products product level 


jersey tomato fresh fruits and vegetables product level 


ketchup other food products product level 


leafy vegetable  fruits and vegetables product level 


legume fruits and vegetables product level 


lemon fruits and vegetables product level 


lentil fruits and vegetables product level 


lettuce fruits and vegetables product level 


lettuce iceberg fruits and vegetables product level 


maize cereals product level 


margarine other food products product level 


mayonnaise other food products product level 


meat meat aggregate 


meat and fish meat aggregate 


meat dairy other food products aggregate 


meat fish eggs other food products aggregate 


melon fruits and vegetables product level 


milk dairy products product level 


milk and dairy products dairy products aggregate 


milk cheese and eggs other food products aggregate 







GJAE 68 (2019), Number 2 


11 


Product name in 


primary study 


Product  


category 


Aggregation 


level 


milk powder dairy products product level 


mix other food products product level 


molasses other food products product level 


muffin and roll other food products product level 


mutton meat product level 


mutton and lamb meat product level 


nectarine fruits and vegetables product level 


non beef meat product level 


non pork meat product level 


non poultry meat product level 


nut fruits and vegetables product level 


nut snack other food products product level 


oil other food products product level 


oil and fat other food products product level 


oil cooking other food products product level 


oil edible other food products product level 


oilandfat other food products product level 


oilcooking other food products product level 


oils and fats other food products product level 


oilseed other food products product level 


onion fruits and vegetables product level 


onion dry fruits and vegetables product level 


onion spring fruits and vegetables product level 


onions fruits and vegetables product level 


onionspring fruits and vegetables product level 


orange fruits and vegetables product level 


other cereals cereals aggregate 


other chicken meat product level 


other fat other food products product level 


other fresh  fruit  fruits and vegetables aggregate 


other fresh vegetable fruits and vegetables aggregate 


other fruit fruits and vegetables aggregate 


other grain cereals aggregate 


other meat meat product level 


other milk dairy products product level 


other milk product dairy products aggregate 


other processed  


vegetable  
fruits and vegetables product level 


other tomato fruits and vegetables product level 


other vegetable fruits and vegetables aggregate 


pasta other food products product level 


pea fruits and vegetables product level 


peach fruits and vegetables product level 


peanut butter other food products product level 


peanut oil other food products product level 


pear fruits and vegetables product level 


peasandsoybean fruits and vegetables product level 


pepper fruits and vegetables product level 


pepper green fruits and vegetables product level 


plum fruits and vegetables product level 


popcorn other food products product level 


pork meat product level 


pork other meat product level 


potato fruits and vegetables product level 


potatoes fruits and vegetables product level 


poultry meat product level 


poultry and fish meat aggregate 


processed cereal cereals aggregate 


Product name in 


primary study 


Product  


category 


Aggregation 


level 


processed fruit  fruits and vegetables aggregate 


processed meat meat aggregate 


processed potato  fruits and vegetables product level 


processed vegetable fruits and vegetables aggregate 


processed vegetable 


dark green deep  


yellow 


fruits and vegetables aggregate 


processed wheat cereals 
 


prune and plum fruits and vegetables product level 


pulse fruits and vegetables product level 


pulses fruits and vegetables product level 


pumpkins fruits and vegetables product level 


rapeseed oil other food products product level 


red meat meat product level 


rice cereals product level 


root fruits and vegetables product level 


roots fruits and vegetables product level 


salad dressing other food products product level 


saladbagged fruits and vegetables product level 


sauce and marinade other food products product level 


seafood meat aggregate 


seasoning preservative other food products product level 


shortening other food products product level 


sorghum cereals product level 


sour cream dairy products product level 


sourcream dairy products product level 


soy oil other food products product level 


soybean other food products product level 


spaghetti sauce other food products product level 


spices fruits and vegetables product level 


strawberry fruits and vegetables product level 


sugar other food products product level 


sugarnadsweets other food products product level 


sweet other food products product level 


sweetener other food products product level 


syrup other food products product level 


tangerine fruits and vegetables product level 


tofu other food products product level 


tomato fruits and vegetables product level 


tomato fresh fruits and vegetables product level 


tomato processed fruits and vegetables product level 


tuber fruits and vegetables product level 


turkey meat product level 


veal meat product level 


vegetable fruits and vegetables aggregate 


vegetable oil other food products product level 


vegetable root fruits and vegetables product level 


vegetable shelf stable fruits and vegetables aggregate 


vegetables fruits and vegetables aggregate 


vegetables and fruits fruits and vegetables aggregate 


watermelon fruits and vegetables product level 


wheat cereals product level 


white bread other food products product level 


white meat meat product level 


yogurt dairy products product level 


Source: author 
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Online Appendix 4.  
Mapping between countries codes 
and world regions 


Country name ISO3 code Region 


Afghanistan AFG Other Asian 


Albania ALB Former Soviet Union 


Algeria DZA North Africa 


American Samoa ASM Oceania 


Andorra AND European Union 


Angola AGO Sub-Saharan Africa 


Anguilla AIA Latin America 


Antigua and Barbuda ATG Latin America 


Argentina ARG Latin America 


Armenia ARM Former Soviet Union 


Aruba ABW Latin America 


Australia AUS Oceania 


Austria AUT European Union 


Azerbaijan AZE Former Soviet Union 


Bahamas, The BHS Latin America 


Bahrain BHR Middle East 


Bangladesh BGD Other Asian 


Barbados BRB Latin America 


Belarus BLR Former Soviet Union 


Belgium BEL European Union 


Belize BLZ Latin America 


Benin BEN Sub-Saharan Africa 


Bermuda BMU Latin America 


Bhutan BTN Other Asian 


Bolivia BOL Latin America 


Bosnia and Herzegovina BIH Former Soviet Union 


Botswana BWA Sub-Saharan Africa 


Brazil BRA Latin America 


British Virgin Islands VGB Latin America 


Brunei BRN Other Asian 


Bulgaria BGR European Union 


Burkina Faso BFA Sub-Saharan Africa 


Burundi BDI Sub-Saharan Africa 


Cambodia KHM Other Asian 


Cameroon CMR Sub-Saharan Africa 


Canada CAN North America 


Cape Verde CPV Sub-Saharan Africa 


Cayman Islands CYM Latin America 


Central African Republic CAF Sub-Saharan Africa 


Chad TCD Sub-Saharan Africa 


Chile CHL Latin America 


China CHN AsiaEast 


Christmas Island CXR Other Asian 


Cocos (Keeling) Islands CCK Other Asian 


Colombia COL Latin America 


Comoros COM Sub-Saharan Africa 


Congo, Republic of the COG Sub-Saharan Africa 


Cook Islands COK Oceania 


Costa Rica CRI Latin America 


Cote d'Ivoire CIV Sub-Saharan Africa 


Croatia HRV Former Soviet Union 


Cuba CUB Latin America 


Cyprus CYP European Union 


Czech Republic CZE European Union 


Denmark DNK European Union 


Country name ISO3 code Region 


Djibouti DJI Sub-Saharan Africa 


Dominica DMA Latin America 


Dominican Republic DOM Latin America 


Ecuador ECU Latin America 


Egypt EGY Middle East 


El Salvador SLV Latin America 


Equatorial Guinea GNQ Sub-Saharan Africa 


Eritrea ERI Sub-Saharan Africa 


Estonia EST European Union 


Ethiopia ETH Sub-Saharan Africa 


Falkland Islands  


(Islas Malvinas) FLK Latin America 


Faroe Islands FRO Other European 


Fiji FJI Oceania 


Finland FIN European Union 


France FRA European Union 


French Guiana GUF Latin America 


French Polynesia PYF Oceania 


Gabon GAB Sub-Saharan Africa 


Gambia, The GMB Sub-Saharan Africa 


Georgia GEO Former Soviet Union 


Germany DEU European Union 


Ghana GHA Sub-Saharan Africa 


Gibraltar GIB Other European 


Greece GRC European Union 


Greenland GRL North America 


Grenada GRD Latin America 


Guadeloupe GLP Latin America 


Guam GUM Oceania 


Guatemala GTM Latin America 


Guernsey -- European Union 


Guinea GIN Sub-Saharan Africa 


Guinea-Bissau GNB Sub-Saharan Africa 


Guyana GUY Latin America 


Haiti HTI Latin America 


Holy See (Vatican City) VAT Other European 


Honduras HND Latin America 


Hungary HUN European Union 


Iceland ISL Other European 


India IND Other Asian 


Indonesia IDN Other Asian 


Iran IRN Middle East 


Iraq IRQ Middle East 


Ireland IRL European Union 


Israel ISR Middle East 


Italy ITA European Union 


Jamaica JAM Latin America 


Jan Mayen -- Other European 


Japan JPN AsiaEast 


Jersey -- European Union 


Jordan JOR Middle East 


Kazakhstan KAZ Former Soviet Union 


Kenya KEN Sub-Saharan Africa 


Kiribati KIR Oceania 


Korea, North PRK AsiaEast 


Korea, South KOR AsiaEast 


Kuwait KWT Middle East 


Kyrgyzstan KGZ Former Soviet Union 


Laos LAO Other Asian 


Latvia LVA European Union 
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Lebanon LBN Middle East 


Lesotho LSO Sub-Saharan Africa 


Liberia LBR Sub-Saharan Africa 


Libya LBY North Africa 


Liechtenstein LIE Other European 


Lithuania LTU European Union 


Luxembourg LUX European Union 


Macedonia MKD Former Soviet Union 


Madagascar MDG Sub-Saharan Africa 


Malawi MWI Sub-Saharan Africa 


Malaysia MYS Other Asian 


Maldives MDV Other Asian 


Mali MLI Sub-Saharan Africa 


Malta MLT European Union 


Man, Isle of -- European Union 


Marshall Islands MHL Oceania 


Martinique MTQ Latin America 


Mauritania MRT Sub-Saharan Africa 


Mauritius MUS Sub-Saharan Africa 


Mayotte MYT Sub-Saharan Africa 


Mexico MEX North America 


Micronesia, Federated States of FSM Oceania 


Moldova MDA Former Soviet Union 


Monaco MCO European Union 


Mongolia MNG Former Soviet Union 


Montserrat MSR Latin America 


Morocco MAR North Africa 


Mozambique MOZ Sub-Saharan Africa 


Myanmar (Burma) MMR Other Asian 


Namibia NAM Sub-Saharan Africa 


Nauru NRU Oceania 


Nepal NPL Other Asian 


Netherlands NLD European Union 


Netherlands Antilles ANT Latin America 


New Caledonia NCL Oceania 


New Zealand NZL Oceania 


Nicaragua NIC Latin America 


Niger NER Sub-Saharan Africa 


Nigeria NGA Sub-Saharan Africa 


Niue NIU Oceania 


Norfolk Island NFK Oceania 


Northern Mariana Islands MNP Oceania 


Norway NOR Other European 


Oman OMN Middle East 


Pakistan PAK Other Asian 


Palau PLW Oceania 


Palestine -- Middle East 


Panama PAN Latin America 


Papua New Guinea PNG Oceania 


Paraguay PRY Latin America 


Peru PER Latin America 


Philippines PHL Other Asian 


Pitcairn Islands PCN Oceania 


Poland POL European Union 


Portugal PRT European Union 


Puerto Rico PRI Latin America 


Qatar QAT Middle East 


Reunion REU Sub-Saharan Africa 


Romania ROM European Union 


Russia RUS Former Soviet Union 


Rwanda RWA Sub-Saharan Africa 


Country name ISO3 code Region 


Saint Kitts and Nevis KNA Latin America 


Saint Lucia LCA Latin America 


Saint Pierre and Miquelon SPM North America 


Saint Vincent and the  


Grenadines VCT Latin America 


San Marino SMR Other European 


Sao Tome and Principe STP Sub-Saharan Africa 


Saudi Arabia SAU Middle East 


Senegal SEN Sub-Saharan Africa 


Serbia and Montenegro -- Former Soviet Union 


Seychelles SYC Sub-Saharan Africa 


Sierra Leone SLE Sub-Saharan Africa 


Singapore SGP Other Asian 


Slovakia SVK European Union 


Slovenia SVN European Union 


Solomon Islands SLB Oceania 


Somalia SOM Sub-Saharan Africa 


South Africa ZAF Sub-Saharan Africa 


Spain ESP European Union 


Sri Lanka LKA Other Asian 


Sudan SDN North Africa 


Suriname SUR Latin America 


Svalbard SJM Other European 


Swaziland SWZ Sub-Saharan Africa 


Sweden SWE European Union 


Switzerland CHE Other European 


Syria SYR Middle East 


Taiwan TWN AsiaEast 


Tajikistan TJK Former Soviet Union 


Tanzania TZA Sub-Saharan Africa 


Thailand THA Other Asian 


Togo TGO Sub-Saharan Africa 


Tokelau TKL Oceania 


Tonga TON Oceania 


Trinidad and Tobago TTO Latin America 


Tunisia TUN North Africa 


Turkey TUR Middle East 


Turkmenistan TKM Former Soviet Union 


Turks and Caicos Islands TCA Latin America 


Tuvalu TUV Oceania 


Uganda UGA Sub-Saharan Africa 


Ukraine UKR Former Soviet Union 


United Arab Emirates ARE Middle East 


United Kingdom GBR European Union 


United States USA North America 


Uruguay URY Latin America 


Uzbekistan UZB Former Soviet Union 


Vanuatu VUT Oceania 


Venezuela VEN Latin America 


Vietnam VNM Other Asian 


Virgin Islands VIR Latin America 


Wallis and Futuna WLF Oceania 


Western Sahara ESH North Africa 


Western Samoa WSM Oceania 


Yemen YEM Middle East 


Zaire (Dem Rep of Congo) ZAR Sub-Saharan Africa 


Zambia ZWB Sub-Saharan Africa 


Zimbabwe ZWE Sub-Saharan Africa 


Source: ISO3 countries codes provided by the International Organi-


zation for Standardization and author´s classification of countries 


into world regions 
 





