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Abstract: For a sustainable and resilient energy supply, multi-energy systems (MES) are be-
coming more prominent. Real-time efficient power-sharing in an MES consisting of different 
generation sources, uncontrollable loads, multiple storage options, and Power-to-X technolo-
gies is a challenging task. The challenge arises due to constantly fluctuating generation and 
load, as well as the different system dynamics of each element in the setup. Optimizing the 
power-sharing among the various controllable elements in an MES could be broken down into 
a two-level process. The top-level process, commonly known as super-ordinate control, de-
fines the power-sharing over a longer timeframe based on load and generation forecasts and 
multiple other factors. The lower-level process, commonly known as sub-ordinate control, 
based on the inputs from the super-ordinate control and live sensor data refines the control 
signals of the individual elements.  

This work focuses on developing a control framework for the sub-ordinate control pro-
cess while considering the individual element dynamics such as dead time and rise time to a 
control signal.  This is important as not considering differences in the system dynamics results 
in sub-optimal control, causing dynamic mismatches. This work proposes a simple rule-based 
power-splitting method backed up with individual PID regulators and Smith Predictor for each 
element in the MES, which are further coupled to each other for more precise and efficient 
control. The proposed method induces a cooperative behavior among the MES elements and 
improves the reaction time to a control signal while also improving the target tracking by 3-8%.  

Keywords: Stationary Energy Storage, Power-to-Heat, Multi-Energy System, Real-Time Con-
trol, Optimal Power Sharing, Primary Control   

1. Introduction 

As a result of a global push towards the integration of distributed Renewable Energy Sources 
(RES) such as Photovoltaic, Wind, and other energy sources, recently Multi-Energy Systems 
(MES) are becoming more prominent. Forming an MES which is sometimes referred to as 
Smart-Energy Systems, could be defined as locally combining multiple energy sectors such as 
electricity, heat, cooling, transport, and so on, to interact with each other optimally [1].  Forming 
an MES by combining multiple sectors, especially when RES is more localized than earlier, is 
a crucial step towards enabling a sustainable ecosystem to live in [2], [3]. Furthermore, for 
higher penetration of RES in the community, Energy Storage Systems (ESS) in various forms 
such as electricity, heat, and others are the key [4], [5]. Due to the growing complexity of MES 
designing and controlling it is a challenging task [6], especially due to uncertainties of RES [7] 
and the operation strategy used [8], [9]. MES are often controlled through a hierarchical control 
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framework, where the framework could be broken down into two or sometimes three layers 
depending on the complexity of the system in hand [10]. Such a hierarchical control’s top-level 
processes, commonly called super-ordinate control optimize the system operation over a 
longer period into the future, using forecasts and models of the MES. While doing so the su-
perior control considers various optimization goals such as reduction of losses, reduction of 
storage aging, profit improvement, and others depending on the requirements defined. But, 
super-ordinate control does not directly control the MES, rather this task is taken up by the 
lower level process commonly known as sub-ordinate control. The sub-ordinate control con-
stantly communicates with the MES and based on the directives from the super-ordinate con-
trol and live measurements defines the control signals for the MES in real-time. Such decou-
pling of control of MES into super-ordinate and sub-ordinate levels is necessary to reduce the 
influence of uncertainties caused due to RES [11].  

This work focuses on the sub-ordinate controller defined above. Multiple methods are 
proposed in the literature to control ESSs of the MES at the sub-ordinate level. With a simple 
Rule-Based Control (RBC), the influence of well-known strategies such as “All or nothing” and 
“Low pass/ High Pass” Filtration are explored in [12]. In [13] a Dynamic Programming approach 
was presented, which could split the power while also reducing the overall power losses of the 
system. In [14] a Model Predictive Control of a Hybrid Energy Storage System connected to 
RES is proposed, which relies on precise Models of the system to be able to split the power in 
real-time. In [15], [16] well-known Fuzzy logic controllers were implemented to improve the 
dynamics of power flow among multiple ESS. To achieve peak shaving of an MES in islanded 
mode, the classic PID controller was proposed in [17]. Even computationally intensive methods 
such as Neural Networks and Reinforced Learning techniques are proposed in [18] for power 
smoothing of a distribution grid with high RES penetration. Many more similar works are avail-
able in the literature aiming at optimizing the MES operation during disturbances caused in the 
network due to fluctuating RES or load. However, there are very few methodologies explored 
focusing on controlling an MES while keeping in mind the system characteristics such as dead 
time and reaction time to a control signal. These characteristics of the system define how fast 
could the MES react to a fluctuation, such as a sudden dip in PV due to a moving cloud, thus 
defining its optimization potential [19]. Most of the time these system characteristics are over-
seen, because the research work proposing the methodology is validated for ESS designing, 
i.e. on a simulation level, where such system dynamics don’t play a major role. Or else the 
ESS used for the particular research work are not commercially bought products, but rather 
are made as a prototype for the research work itself, thus allowing the potential to adapt the 
ESS characteristics for the research work. When these characteristics are ignored, there is a 
possibility that the sub-ordinate controller works sub-optimally, even if the super-ordinate con-
troller defines the most optimal operation strategy possible. This work tries to prove this above 
statement by controlling an MES consisting of a Lithium Ion Battery (LIB), a Redox Flow Battery 
(RFB), and a Thermal Coupling Module (TCM) [20] defined in section 2 with the proposed 
methodology in section 3. The MES are subjected to a real-life measured PV power, of which 
the results and analysis with and without a controller are presented in section 4. Finally, the 
summary and outlook of the proposed method are provided in section 5.  

2. Setup 

2.1 System Components  

The analysis of the proposed methodology in section 3 is carried out based on a real MES 
setup available in a Student Residence at Bruchsal, Germany. The whole setup is an AC-
connected system, as shown in the schematic in Figure 1. The MES consists of two different 
generation sources available locally in the building, namely Photovoltaic (PV) and Wind gen-
erators. The installed PV source has a sum capacity of 220 kWp with 76% as roof-mounted 
and the remaining 24% as wall-mounted installations. As per the measurements done in the 
years 2022 and 2023, the PV is capable of generating more than 1 MWh of energy per day 

2



Palaniswamy et al. | PV-Symposium Proc 1 (2024), "39. PV-Symposium 2024" 

 

during peak summer, compared to less than 50 kWh during winter. The installed wind gener-
ators are rather smaller compared to the PV with a total capacity of 10.5 kW generated by 
three wind generators. The student residence itself accommodates up to 150 students. The 
residence consumes between 330-380 kWh/day of electrical energy and 350-450 kWh/day as 
heat energy (based on the season) for its hot water requirement. In addition to that, the resi-
dence would also be equipped in the future with 3 charging stations for electric vehicles deliv-
ering a total of 66 kW power.   

 

Figure 1. MES System setup schematic as available at the student residence in Bruchsal, 
Germany. Where LIB: Lithium Ion Battery, RFB: Redox Flow Battery, and TCM: Thermal 

Coupling Module. 

 

Figure 2. Controllable elements of the MES: LIB, RFB, and TCM in (a), (b), and (c) respec-
tively 

To support the RES and the load of the student residence, an innovative Hybrid Energy 
Storage concept is introduced, consisting of a 60 kWh Lithium Ion battery and a 120 kWh 
Vanadium Redox Flow Battery. The LIB has a nominal power of 30 kW whereas the RFB rates 
at 21 kW. The dimensioning of the ESS was done based on the results of [9]. The main aim of 
employing the storage system for the student residence is to improve the self-sufficiency of the 
building. Both LIB and RFB are commercially available systems and have been operational 
since 2022 (see Figure 2 (a) and (b)). The RFB is used not only as an electrical storage but 
also as a thermal storage, which as per the author’s knowledge is a one-of-a-kind application. 
This dual usage of RFB is enabled through the innovative TCM [20] (see Figure 2(c)), which 
can convert the surplus RES electrical energy into heat and store it in the electrolyte, and 
extract the heat out when required. For this purpose, the electrolyte composition of the RFB is 
modified to be stable at higher temperatures (to 50°C) [21]. This innovation is a result of the 
motivation to reuse the waste heat produced by RFB operation, and also store the surplus PV 
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power as heat to be later used for preheating the incoming cold water to the student residence. 
This would not only reduce the heating requirement of the building but also improve the effi-
ciency of the RFB.  

2.2 System Characteristics 

 

Figure 3. Visual representation of a system's response to a step signal, where 𝒕𝐝 defines De-
lay time and 𝒕𝐫 defines Rise time of the system’s response 

For the work presented in this paper, it is important to understand the system charac-
teristics in terms of how the system reacts to a control signal. Figure 3 represents the general 
behavior of any system to a control signal. There is always some delay from the point when 
the control signal is generated till the point the system starts to react to it, also represented as 
the time between 𝑡1 and 𝑡2 in Figure 3, and commonly known as dead time (𝑡d) of the system. 
This is mostly caused due unavoidable communication delays between the controller and the 
system or could also be because of pre-requisite tasks that happen at the system’s end to 
process the target signal [19]. The Energy Management System (EMS) used for the setup in 
section 2.1 is clocked at 250 ms, thus making this the minimum time delay any system would 
have for the setup. Furthermore, the time between 𝑡2 and 𝑡3 (where the system response 
reaches 95% of the target) in Figure 3 is defined as the rise time (𝑡r). This time represents how 
long the system takes to reach the target signal. This delay in response time is due to the 
internal controllers of the system, which may employ a controller of its own or have some fixed 
ramp rating, which is common with any ESS. These parameters of the systems are extracted 
through the Dynamic step test protocol defined in [22].  

 

Figure 4. Dead time (𝒕𝐝) extracted through dynamic step test for various changes in target 
power (∆𝑷), where 𝑷𝟎 defines the initial target power before the step change 
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Based on the dynamic step test results, the dead time of LIB and RFB are provided in 
Figure 4 (a) and (b) respectively. The results are broken down into two cases, namely: when 
the change in power is requested from standby, i.e. 𝑃0 = 0kW, and when the ESS was already 
running, i.e.  𝑃0 ≠ 0 kW. The biggest step each ESS could make is by moving from −𝑃Nom to 
𝑃Nom. Thus, the absolute power change (|∆𝑃|) possible for LIB is 60 kW (𝑃Nom = 30kW) and 
for RFB is 42 kW (𝑃Nom = 21 kW). The expectation was that 𝑡d remains constant no matter 
what kind of change is requested to the ESS. At least LIB holds on to this expectation. But 
interestingly RFB has a different system dynamic. The RFB when in standby mode, reduces 
its pumps speeds in order to reduce standby losses. And when the system is requested to be 
operated, it first speeds up the pumps to bring up the required amount of flow rate of electrolyte 
in the stacks and then ramps up the power electronics. Thus, this results in a drastic difference 
on 𝑡d when the system starts from standby and when the target changes while it was already 
under operation.  

 

Figure 5. Rise Time (𝒕𝐫) extracted through dynamic step test for various changes in target 
power (∆P), where 𝑷𝟎 defines the initial target power before the step change 

Similarly, the rise time (𝑡r) of LIB and RFB are also determined through the tests as 
shown in Figure 5 (a) and (b) respectively. The expectation here was that the 𝑡r would be 
linearly dependent on the absolute change in power (|∆𝑃|). From Figure 5, it could be proved 
that it is so, but the interesting find through this test is that the 𝑡r’s dependency to |∆𝑃| differs 
when the system was in standby compared to when it was already running. This is true for 
both LIB and RFB. For the TCM, tests to determine its dynamics could not be executed at the 
time of writing this work. The novel TCM was still in its initial construction phase, and its control 
framework was still being developed. For this paper it is therefore assumed that the TCM has 
a smaller average dead time of 0.5 sec, and similar dynamics as that of LIB. These system 
dynamics already give one an idea of how without a proper understanding of the system dy-
namics, there could be mismatches in the control of the MES. The following section defines 
the basics of the control concept and explains how the control concept exploits the information 
of system dynamics for more precise control.   

3. Proposed Methodology 

As defined in the previous section the aim of the real-time control algorithm for an MES is to 
be able to precisely split the power among all the controllable elements, while considering the 
differences of the individual system dynamics. In this paper, this is proposed to be achieved in 
two iterations, wherein the first step the power is split according to the inputs from the super-
ordinate control, and in the second the power values are corrected according to the system 
dynamics, before communicating with the systems. 
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3.1 Inputs from super-ordinate control 

Based on the load and generation forecast the super-ordinate control, generates the optimized 
operation strategy for economic dispatch of all the controllable elements. These inputs are 
regenerated by the super-ordinate control in every optimization cycle, which in practice is usu-
ally every 15 mins. The inputs are as follows: 

 System operation limits: The nominal operation ranges are defined in Table 1.  The LIB 
could operate between -30 kW to 30 kW (-ve power for charging and +ve for discharging), 
additionally, it cannot be operated between -500 W to 500 W. This is because operation 
points under 500 W are not stable, thus hindering precise control.  Similarly, the RFB could 
be operated between -21 kW and 21 kW except for range between -7 kW and 7 kW. Here 
the reason is that the RFB is extremely inefficient under these operation points. Finally, the 
TCM being a Power-to-Heat solution could only take in electrical energy, but cannot pro-
vide it back like the other systems. Thus, its operation range is between its nominal power 
of -75 kW to 0 kW. Within the allowed nominal operation range the super-ordinate control 
generates the maximum and minimum power allowed for each system based on the opti-
mization results. An initial draft of how the super-ordinate control works can be found here 
[23].  These limits could change from time to time as per the optimization done by the 
super-ordinate controller. 

Table 1. MES absolute operation boundaries. -ve Power: Charging, +ve Power: Discharging 

System Allowed maxi-
mum charging 
power (𝑷𝐦𝐚𝐱,𝐂𝐇) 

Allowed mini-
mum Charging 
power (𝑷𝐦𝐢𝐧,𝐂𝐇) 

Allowed maxi-
mum discharging 
power (𝑷𝐦𝐚𝐱,𝐃𝐂𝐇) 

Allowed minimum 
discharging 
power (𝑷𝐦𝐢𝐧,𝐃𝐂𝐇) 

LIB -30kW -0.5kW 30kW 0.5kW 
RFB -21kW -7kW 21kW 7kW 
TCM -75kW 0kW 0kW 0kW 

 System priority: Along with the operation limits, the super-ordinate control also defines a 
rank or priority of all the controllable elements available. This is done so that the sub-ordi-
nate control could carry out the power splitting accordingly as explained in the next sub-
section 3.2. As explained, the system dealt with in this paper has three controllable ele-
ments, thus has a total of 6 plausible combinations of priority. For example, when the pri-
ority is set as LIBRFBTCM, then Priority (1) = LIB, Priority (2) = RFB, and Priority (3) 
=TCM.  

3.2 Rule-Based Power-Splitting 

Based on the operation limits and the priorities of the individual systems, the power splitting of 
the target power (𝑃target) requested happens iteratively as defined in Figure 6. At the end of 
the step, each system would receive its own reference target value (𝑃ref, where ref ∈ {LIB, 
RFB, TCM}), which it has to achieve. This power splitting process happens for every new 
𝑃target, i.e. every cycle of the EMS communication, or in other words in real time. For the setup 
used in this paper the EMS runs at a speed of 250 ms, thus the splitting also happens at this 
speed. This step is considered as the basic step for controlling the MES, and will be considered 
as base case in order to compare how the performance of control strategy proposed in this 
work.   
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Figure 6. Flow chart of iteratively splitting the power based on rules set by the super-ordinate 
controller 

3.3 PID Controller with Smith Predictor 

 

Figure 7. (a) PID Controller in its standard form in 𝒔 domain, and (b) two-part plant model in 
𝒔 domain 

The input (𝑃ref) received from the power splitting process as defined in the last subsec-
tion is further processed with a combination of a PID controller and a Smith Predictor (SP). 
The PID controller as defined in Figure 7 (a) could be represented in its standard parallel form 
(in S-domain), where its parameters 𝐾p, 𝐾i and 𝐾d represent the proportional, integral and 
derivative gains. These parameters are tuned individually for each controllable element of the 
MES based on the Integrated Square Error (ISE) recorded during step tests 

𝐶(𝑠) =
𝑈(𝑠)

𝐸(𝑠)
= 𝐾p +

𝐾i

𝑠
+ 𝑘d𝑠 

(1) 

The PID controller could be represented as S-domain transfer function 𝐶(𝑠) (see Equa-
tion (1)) between its output 𝑈(𝑠) and the feedback error 𝐸(𝑠). Unlike traditional approaches 
where 𝐸(𝑠) is calculated as difference between the Plant’s; i.e. the actual system’s output 
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(𝑃PID,sys) and target (𝑃ref), the feedback is corrected further using a SP, which tries to com-
pensate for the plant’s deadtime and reaction time, in order to have a more precise control. In 
[24], a generalization of the SP was proposed to control linear time-invariant and time-delayed 
Single Input Single Output (SISO) systems. Here, it was also demonstrated how SP helps in 
eradicating control stability problems for system’s having larger time delays. Since MES in this 
paper are made up of systems with variety of 𝑡d and 𝑡r to control signals, it only made sense 
to employ PID along with SP, for a much better and stable control. The SP is able to eradicate 
control stability with the help of a model of the plant as defined in Figure 7 (b). The model itself 
is broken down into two parts:  

1. System reaction time (𝑡r) modeling: Here the plant could be represented as a first order 
lag system (PT1) and could be written down as a transfer function (𝐺(𝑠)) in the form of 
Equation (2). The parameters 𝐾PT1 and 𝑇PT1 define the gain and time constant of the 
PT1 model. 

𝐺(𝑠) =
𝐾PT1

1 + 𝑠𝑇PT1
 (2) 

2. System dead time (𝑡d) modelling: The plants dead time towards response could be 
model with a pure time delay represented by 𝑒−𝑚𝑠, where 𝑚 represents the modelled 
𝑡d of system.  

 

Figure 8. PID controller fitted with Smith predictor to modify the feedback loop 

In this controller setup (see Figure 8) the feedback provided to PID is adapted accord-
ing to the simulated response of the system with the help of a system model defined earlier. 
The model parameters 𝑚, 𝐾PT1 and 𝑇PT1 for each system are averaged values as per the 
measurements already defined earlier in Figure 4 and Figure 5. The authors would like to point 
out that since the systems showcase different system dynamics when 𝑃0 = 0 kW and 𝑃0 ≠ 0 
kW, two sets of model parameters are used for the SP, which are switched as per the system 
operation scenarios. The proposed controller setup of PID with SP thus produces the control 
signal 𝑃PID,sys (where sys ∈ {LIB, RFB, TCM}), which is ready to be communicated to the indi-
vidual systems. Additionally, the controller also produces an estimated response of the system 
(�̂�sys) towards target 𝑃PID,sys based on the models defined earlier.   

3.4 Setpoint Correction strategy  

Each element of the MES, i.e. LIB, RFB and TCM have their own set of PID controllers with 
an SP. These individual controllers constantly calculate the estimated responses (�̂�LIB, �̂�RFB, 
and �̂�TCM) using the system model in SP as defined in section 3.3. Based on the estimated 
responses and the actual target (𝑃target) for the whole MES defined in section 3.2 an estimated 
unused power (�̂�unused) is calculated as per the equation 3. 

�̂�unused = 𝑃target − �̂�LIB −  �̂�RFB −  �̂�TCM  (3) 
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Figure 9. Setpoint correction of individual system based on 𝑷𝐫𝐞𝐟 acquired from Power split-
ting and calculated �̂�𝐮𝐧𝐮𝐬𝐞𝐝. 

�̂�unused is then compensated by reassigning the power to the elements of the MES, in 
addition to the power already assigned as per the power splitting process defined in Section 
3.2. The aim of this step is to reduce the mismatches of control among multiple elements of 
MES, which not only occur due to system deadtime and or its dynamics, but also due to con-
stant fluctuations in 𝑃target. Here the strategy of compensation is to assign �̂�unused to those 
systems of MES which can react faster to control signals so that �̂�unused is compensated as 
soon as possible. As per the system characteristics defined in section 2.2 TCM has the least 
dead time, followed by RFB (when 𝑃0 ≠ 0 kW) and then LIB. Based on this argument, �̂�unused 
is assigned to the MES in the fixed order TCM  RFB  LIB. The Setpoint correction step is 
again an iterative step similar to power splitting algorithm defined in Section 3.2. The operation 
ranges are defined by the super-ordinate controller, but the priority of assigning �̂�unused is fixed 
as per the discussion above. As also shown in Figure 9, �̂�unused is calculated in every iteration 
as per the Equation 3, and then the 𝑃ref is updated for each system. This is done till the com-
pensation process has been tried out with all the systems. Finally, the same PID controllers 
defined in section 3.3 are used to generate the finalized 𝑃PID,sys target value to be communi-
cated to the systems. 

4. Results and Discussion 

In order to understand the effectiveness of the proposed controller, the controller was put under 
test with the classical unit step test, wherein the controllable elements of MES (i.e. LIB + RFB 
+ TCM, also represented as Sum in Figure 10) were subjected to a 𝑃target = ±30 kW. A positive 
𝑃target could occur when the MES witnesses less to no generation, thus requiring the storage 
systems to provide energy instead of consuming from grid. Vice versa a negative 𝑃target could 
occur when the MES has surplus generation of power, where the storage systems could store 
the energy. In order to test the system under these scenarios, the controllable elements of 
MES is subjected to Ptarget while having priority of RFB  LIB  TCM, and operation bounda-
ries as defined in Table 1 expect for LIB that is limited to ±20 kW instead of ±30 kW. Note that 
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in the TCM has only -ve operation boundaries, which is due to the fact that it is a Power-to-
Heat solution, and can only take in electrical energy.  

 

Figure 10. Test results for step of ±30 kW with allotted settling time of 8 seconds. Inputs from 
super ordinate controller: Priority: RFB  LIB  TCM, Case: (a), (c) without proposed con-

troller, (b), (d) with proposed controller 

Table 2. Analysis of Energy produced or delivered during unit step test on the MES controlla-
ble elements 

Case Charge direction 
Energy Consumed / Percentage 
of energy consumed compared to 
target (82.29 Wh) 

Discharge direction 
Energy Delivered / Percentage 
of energy Delivered compared 
to target (82.29 Wh) 

Without proposed 
controller 

69.09 Wh / 83.96% 
Figure 10Fehler! Verweisquelle 
konnte nicht gefunden werden. 
(a) 

64.40 Wh / 78.26% 
Figure 10 (c) 

With proposed  
controller 

76.32 Wh / 92.75% 
Figure 10 (b) 

66.96 Wh / 81.37% 
Figure 10 (d) 

 Unit step test results are provided in Figure 10, and its statistical analysis is provided 
in Table 2. In Figure 10 sub-plots (a) and (c) define the base case where only the power split-
ting was done based on rules defined in section 3.2, whereas sub-plots (b) and (d) showcase 
the result of controlling LIB, RFB and TCM with the proposed control methodology. In all the 
cases of Figure 10 the MES is subject to a unit step for 8 sec with energy available/required of 
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82.29 Wh. Table 2 summarizes the amount of energy taken in (i.e. charging direction) or pro-
vided by (i.e. discharging direction) LIB, RFB and TCM together with and without the proposed 
controller. Visually, it could be seen in Figure 10 that the proposed controller provides higher 
control performance in terms of responding earlier to Ptarget by switching between the available 
MES elements automatically, as per their respective system dynamics. This faster response 
could be extremely important when an MES has to react to changes as soon as possible in 
order to avoid power peaks at the grid. Additionally, from Table 2 it could be inferred that the 
controller had up to 8% and 3% improvement in tracking Ptarget in negative direction and positive 
direction respectively. This goes well in hand with the fact that during the negative scenario all 
three controllable components of MES, i.e. LIB, RFB and TCM could participate, where as 
during positive direction only LIB and RFB could participate. This, showcases the strength of 
the concept of cooperative control among multiple elements of MES which is the basis of this 
work. In this result only one set of operation boundaries and priority are showcased, but the 
results are similar in all the other plausible cases. In order to test the theory of the proposed 
control strategy on real-life scenario, two test profiles are selected and the control results are 
simulated:  

1. Daytime with heavy moving cloud, resulting in strong fluctuation (50 – 100 kW) of surplus 
PV available (see Figure 11) 

2. Evening time, when generation is null and the mildly fluctuating (5 – 10 kW) building load 
must be served by the storage system (see Figure 12) 

These two cases are selected to not only test the controller’s performance in charging and 
discharging direction, but also to test its effectiveness towards strong and mild fluctuations in 
𝑃target. Since the proposed controller requires inputs from a super-ordinate controller, for sim-
plicity sake a timeframe of 2 hrs is selected where these inputs remain constant. Testing the 
controller while the inputs from super-ordinate controller are constantly updated is out of scope 
for this research paper. 

 

Figure 11. Result of controlling the MES during day time with surplus PV available with huge 
fluctuations due to constant moving clouds 

Figure 11 (a) showcases the power profile of the Surplus PV (or 𝑃target) available during 
the time in black colored line, whereas the power profile in blue, orange and yellow define that 
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of LIB, RFB and TCM respectively. The showcased test runs for 2 h, where the operation 
boundaries and priority remain the same as defined for the unit step test. Figure 11 (b) visual-
izes the energy consumed by the MES in the form of a bar chart. Here “Ideal” case is defined 
when 𝑃target is split as defined in section 3.2 and the systems react ideally to it, i.e. with 0 𝑡d 
and 𝑡r, or in other words ideal tracking of 𝑃target. The case “without controller” is similar to 
“ideal” case, but here the systems react with its individual 𝑡d and 𝑡r as defined in section 2.2. 
The case “with controller” is an extension to the previous, but here the proposed control strat-
egy is employed. In Figure 11 (b), it could be seen that LIB + RFB + TCM were able to charge 
up till 72.67 kWh when operated with the controller, which is 0.37 kWh more than when it was 
operated without the controller. This goes well in hand with the motivation to store as much 
surplus as possible into the storage systems despite of the fluctuations and control mis-
matches. This, extra energy stored would indeed improve the self-sufficiency of the MES when 
used later during no generation period. In order to analyze at what cost this improvement was 
made, Figure 11 (c) analyzes the grid exchanges during the test period. Here the energy fed 
into the grid was successfully reduced from 1.01 kWh to 0.689 kWh (31.1% decrease). At the 
same time the amount of energy bought from the grid during the control process had increased 
by 13% from 0.576 kWh (without controller) to 0.6546 kWh (with controller).  

 

Figure 12 Result of controlling the MES during evening, where the storage systems must re-
spond to the building load requirement 

Figure 12 showcases the result of MES operation during the discharge phase. Here the 
authors are making an assumption, that the energy stored in the storage systems was com-
pletely from renewable sources. The proposed controller was able to serve 100% of the load 
(45.02 kWh), whereas without controller it was 99,86%, which corresponds to a difference of 
0,06 kWh. This also goes well in hand with the motivation to supply the building load completely 
with cheaper energy stored from the PV. Here, controlling the storage system came at a cost 
of losing some of the stored energy into the grid. This had increased by 7%, i.e. from 0.788 kWh 
(without controller) to 0.843 kWh (with controller). Energy taken from the grid for the control 
process was nearly the same in both the cases.  At present in Germany feed-in tariff of PV 
energy is 0.05 €/kWh (for PV systems above 100 kWp) when only the excess PV is stored into 
the grid [25], which is relevant to the setup of this work. At the same time the energy taken 
from the grid costs 0.28 €/kWh as per the electricity contract of the student residence. Thus, it 
can be said that the energy stored into the storage systems costs (0.28 €/kWh – 0.05 €/kWh 
=) 0.23 €/kWh. This is not completely true, and is much more complex to calculate, as the cost 
of energy stored in to the storage systems dependent on the losses occurred during the oper-
ation of the system, which are in turn dependent on the operation points themselves. But since 
the test run is only for 2 hrs, the difference between actual cost of energy stored in the system 
and the calculated 0.23 €/kWh is negligible, thus ignored. Thus, in test case 1 the controller 
was able to gain 0.085 € by storing 0.37 kWh more than the base cases, but had lost 0.0145 € 
by taking 0.063 kWh more energy from the grid to do so. Thus overall, the proposed controller 
was still better by 0.099 €. Similarly, in test case 2, the controller was able to serve 0.08 kWh 
more energy compared to the base case which leads to a gain of 0.0184 €, but had to lost 
0.0172 € by selling 0.075 kWh more energy to the grid. Here, the proposed controller did not 
bring out much of an advantage as the overall gain is less than 1 Cent.  This could also be 
argued that it is not because of the controller because only seldomly both LIB and RFB were 
actively participating in the controlling process together, thus losing the advantage of using 
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multiple elements in supporting each other’s operation. The financial gains observed from the 
proposed controller’s experimental trials are minimal, largely due to the limited time-frame of 2 
hrs. When the time frame is extended beyond 2 hrs the inputs from the super-ordinate control-
ler is constantly updated, making the evaluation a much challenging task. Additionally, the load 
fluctuations observed over the course of a year are not always consistent to the experiments 
showcased in this paper. Consequently, it can be theoretically estimated that over a year’s 
time, the controller will not produce extremely high financial gains, at least when considered in 
the context of a simple German household electricity price scenario. It should be noted that 
the results presented in this work are based on simulations and that the actual performance 
may be higher in reality. However, this has not yet been tested and is planned as a future work. 
Nevertheless, the proposed controller is a software solution for addressing dynamic mismatch 
losses that arise during the control of elements of an MES. It can be readily adopted by any 
other application, with only minor modifications to the PID control parameters and the models 
of the systems under consideration (see section 3.3). 

5. Conclusion and outlook 

This paper considers a real-life Multi Energy System (MES) consisting of a Lithium Ion Battery, 
a Vanadium Redox Flow Battery, and a Thermal Couple Module (Power-to-Heat solution) [20] 
used to serve a student residence with locally available Photovoltaic and wind energy sources. 
When employing such diverse systems in an MES, it is difficult to control all the systems to-
gether due to their unique system dynamics: dead-time and rise-time. These system dynamics, 
could most of the time result in control mismatches, especially when the target power keeps 
fluctuating. This paper tries to solve this problem with individual PID controllers backed up with 
a Smith Predictor to obtain stable control despite of different system dynamics. The proposed 
controller works as a sub-ordinate controller and abides by the operation boundaries and pri-
ority of MES elements set by the super-ordinate control. Firstly, the controller was put to test 
under step tests, where the controller was not only able to react faster to changes in target, 
but also track the target power 3-8 % better. It was also found that the higher the number of 
controllable elements available in an MES, the higher the performance improvement is likely 
to be. This goes hand in hand with the motivation to negate the effect of different dead times 
and rise times of the MES elements by enabling cooperative control among each other. Sec-
ondly, to test the performance improvement as well as the economical effectiveness of the 
proposed controller under real-life situations, the controller was put to test under two cases: 1. 
Daytime with highly fluctuating PV surplus, due to moving cloud, and 2. Night time with mildly 
fluctuating building load where the storage systems discharge. In the first case, the MES was 
able to store 0.37 kWh (or 0.5%) more than the case without the proposed controller, by re-
ducing up-to 30% of the energy sold to the grid and having 13% increase in energy bought 
from the grid. By applying current feed-in tariff and electricity prices of normal residence in 
Germany, the controller was able to gain 0.099 € in 2 hrs. In the second case, the controller 
was able to achieve 100% of the load energy requirement, but in doing so it lost part of the 
energy stored to the grid, thus nullifying the economic advantage compared to the case without 
a controller. This is due to the fact that not all the elements were participating together in case 
2, thus losing the cooperative advantage of the system elements, which the proposed control-
ler tries to exploit. With this it could be estimated that the financial gains over a year would also 
not be significantly huge, at least while considering a simple German household electricity 
tariff. Nonetheless, the results provided in this paper are on simulation level, and it is expected 
that in real-life operation the advantages might improve. This is yet to be tested by the authors 
and is planned in the near future. Thus, it could be concluded that including system dynamics 
in controlling the elements of an MES does have a positive effect of tracking the load more 
effectively. When considering a constant electricity tariff, financial gain is low. The larger the 
differences between the individual dead times are, the more advantageous the shown setup 
becomes. The financial gains could also see a major improvement in dynamic price tariffs, or 
peak shaving applications, where the peak power has drastically high price. In all cases, the 
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proposed methodology is a software solution to fine tune the controlling an MES, which pro-
vides a financial gain at no initial investment. To be able to adapt the provided solution for any 
other application the PID controllers and the system models used would have to be updated.  
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