Seasonal Performance Characterization of a Gen3 Particle-Based Concentrating Solar Plant with a Spatially Resolved Transient Thermal Storage Model
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Abstract. Particle-based Gen3 Concentrating Solar Power (CSP) can be paired with high-temperature power cycles (>700 °C) and can have built-in long duration (≥10 hours) thermal energy storage if the working particles are stored properly in thermal energy storage bins. Although high-temperature and long-duration thermal energy storage can mitigate daily intermittencies in solar irradiation, seasonal variability in local meteorological conditions can still have a significant impact on the overall performance of CSP systems. Aside from daily cloud coverage affecting incident solar radiation, wind speed and ambient temperature are also significant variables regarding system heat attenuation, component efficiency, and overall solar conversion efficiency. In this work, we present simulation results for a Gen3 CSP prototype system in operation over four weeks throughout the year in Albuquerque, NM. The meteorological conditions are taken directly from the TMY3 data at the Albuquerque International Sunport, where the hourly Direct Normal Irradiation (DNI), wind speed, and ambient temperature are of particular interest. An investigation of the sensitivity of individual components like storage and ducting to the local meteorological conditions is provided and extended to the overall performance of the CSP system. The results from this study show that the particle inlet temperature at the particle-to-sCO2 heat exchanger can change as fast as 30 °C/min under standard operation in a passive mode.
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1. Introduction

The techno-economic modeling and forecasting of CSP and hybrid plants as a step toward justifying cost, design, and siting is a well-established procedure for Gen3 CSP technologies. Techno-economic analysis for Gen3 particle technology in particular has indicated a path toward achieving a levelized cost of electricity (LCOE) near 0.05$/kWh [1]. Some of the most influential parameters in the techno-economic feasibility of particle-based Gen3 CSP plants are the receiver efficiency, storage duration and capacity, and heat exchanger effectiveness. Hence, the way that these components behave under dynamic operating conditions, due to transient meteorological conditions and component-level heat attenuation, may significantly impact the operating performance and capacity factor of the plant.

Thermodynamically, maintaining accurate control of the sCO2 turbine inlet temperature at the highest possible temperature is critical for maintaining high cycle efficiencies. But maintaining steady conditions at the heat exchanger and turbine inlet (i.e. ensuring CO2 remains
supercritical) is particularly important for ensuring the integrity and performance of the supercritical turbomachinery equipment [2], [3]. This has been the motivation for the dynamic modeling and control of particle-to-sCO2 heat exchangers and particle receiver technology. In [4], a dynamic model for a shell-and-plate particle-to-sCO2 heat exchanger was used to apply feedback and feedforward control to regulate particle and sCO2 outlet temperatures in response to instantaneous and linear changes in the particle inlet temperature. They were able to stabilize the outlet temperatures to within 19 °C of the setpoint temperatures in a three-minute window. Luu et. al. have also performed an extensive analysis on the flexible operation of sCO2 power block operation in the presence of fluctuating supply in the solar block [5]–[7]. In the body of work presented by Luu et. al., the system-level flexibility in response to a variable source is first studied and then followed up with dynamic modeling and controls development with the main objective of regulating the turbine inlet temperature.

The control of the particle receiver can provide early mitigation to fast variability in DNI if the temperature of particles leaving the receiver is regulated accurately. A demonstration of a temperature-controlled falling particle receiver (FPR) using a linear slide gate actuator was provided in [8] for an on-sun testing environment. It was found that temperature regulation with mass flow actuation in the falling particle receiver is highly challenging due to the dependence of thermophysical particle properties and thermal losses on ambient conditions and particle temperature. The particle receiver outlet temperature tolerance can be relaxed if electric heating is added prior to particles entering the heat exchanger since the hot thermal storage bin will inevitably add to and alter the transient temperature profile. Otherwise, a dynamic model for the particle receiver will need to be used in the control strategy to increase the robustness and accuracy of temperature regulation.

In this work, we model the primary heat exchange components from the particle receiver to the heat exchanger with a fluctuating solar input and ambient temperature. We simulate the system response to these fluctuations passively as a precursor to future work that will actively mitigate these fluctuations on the particle side using various control mechanisms. This is similar to what was done in [2] and [4], where dynamic models for the sCO2 power block were simulated under variable conditions with a sub-hourly time step to evaluate component performance under the propagation of thermal fluctuations. However, we show here that the heat loss, especially in the hot thermal storage bin, adds complexity to the thermal fluctuation propagation and transient behavior at the heat exchanger; and this isn’t well documented in existing literature.

Building upon findings provided in [9] and [10], we show here a more detailed analysis of the direct effect of meteorological fluctuations on component and system-level performance. In particular, the spatially resolved and transient thermal energy storage bin model is integrated into the G3P3 system model to better understand the importance of capturing the spatially resolved temperature profile in the storage bins in a predictive system model. This will contribute to the advancement of Gen3 CSP system operations in the following ways: 1) The hot thermal energy storage bin in the G3P3 system is modeled using a semi-analytical spatially resolved thermal model to capture the transient profile in the storage bin outlet temperatures and extend this feature to predictions for the system-level performance and 2) The system model is simulated with a time step of 10 seconds, which will enable the application of controls to mitigate fast transients and thermal ramp rates that are problematic for component operation and power dispatching.

2. Gen3 CSP System Model

The G3P3 system model was developed to capture the thermal energy transport of particles, and the individual component models are derived using appropriate simplifications and assumptions regarding their size, placement, and contribution to the overall thermal efficiency of the cycle. The system model outlined in Figure 1 is simulated in Simulink, and each individual
component is developed in MATLAB script using syntax that is compatible with Simulink compilers. It is also noted that the aim of this system model is to demonstrate the propagation of thermal fluctuations through integrated components, and not necessarily to reflect the expected system performance because system level controls are not investigated in depth in this work. However, the simulation of the G3P3 system with dynamic component models, particularly the receiver, hot particle storage bin model, and heat exchanger, provides valuable insight into the outlook of mitigatory operations and control algorithms that will be required to maintain a reliable power supply on an annual basis. This section will describe the modeling of major components in the G3P3 system.

![Diagram of Gen3 CSP system](image)

Figure 1. Section of Gen3 CSP system that is included in the model with assumed boundary conditions at the falling particle receiver inlet and heat exchanger inlet (at times when the hot TES bin is not discharging). Simplified models for the heat exchanger and falling particle receiver are shown on the left and right, respectively.

### 2.1. Falling Particle Receiver

The falling particle receiver is designed to receive upwards of 2 MWth from the heliostat field to maintain a 1 MWth throughput to the combined sCO2 Brayton cycle. Here, the solar input fluctuates temporally depending on the hourly direct normal irradiation (DNI) that is obtained from TMY3 data over the prescribed time frame at the Albuquerque International Sunport. To mitigate these fluctuations, the mass flow rate of particles falling through the receiver can be controlled to maintain a constant outlet temperature as was done in [10], [11] and [8]. However, the fluctuation in solar energy acquired by the particles will ultimately need to be made up by some other source, such as electrical heaters or energy storage reserves. This paper is not focused on the controls problem that arises from these fluctuations, but rather the passive effect that meteorological fluctuations have on the operation of major components. Hence, we will model the falling particle receiver and sequential components as passive components with prescribed mass flow rates.

The solar input, $Q_s$, is computed using a simplified model for the heliostat field,

$$ Q_s = nA_m\eta_m\text{DNI} \quad (1) $$

where $n$ is the number of heliostats, $A_m$ is the exposed area of each heliostat, $\eta_m$ is the reflector efficiency, and DNI is the total direct normal irradiation obtained from the TMY3 dataset. The general representation of the particle control volume used to model solar radiation absorption is shown in Figure 1. The falling particle curtain is very thin (~4cm), so we approximate the control volume as a thermally lumped volume and account for the total absorbed solar irradiation, re-radiation, convective heat losses, and mass transport through the control volume. We
neglect the receiver enclosure and assume the re-radiation on both sides of the curtain to be equal, which is a conservative approximation because it neglects the heating of the enclosure material. Lastly, we assume that the curtain is opaque and a gray diffuse emitter, which is accompanied by an approximated solid volume fraction, \( \phi_s \), of 0.6. The governing energy equation for the control volume is then

\[
V_r \rho_{s,p} \phi_s \frac{dT_s}{dt} = \alpha_s Q_s - 2A_r \sigma \varepsilon_s (T_s^4 - T_\infty^4) - 2A_r h_\infty (T_s - T_\infty) + \dot{m}_s \rho_{s,p} (T_s - T_{s,in})
\]

where \( T_s \) is the lumped particle temperature, \( T_\infty \) is the ambient temperature, \( T_{s,in} \) is the temperature of particles entering the top of the receiver, and \( \dot{m}_s \) is the particle mass flow rate. The other geometric and material properties, along with their values, are described in Table 1. Equation 2 can be solved using an appropriate numerical integration technique. Here, we used a midpoint method and a timestep of 10 seconds.

More advanced computational methods for modeling the falling particle receiver have been outlined in [11] and [12], and include discrete element Lagrangian and Eulerian-based models which capture the gas-solid interactions in the free-falling particles. These modeling efforts have led to the successful design optimization and testing of falling particle receivers that have efficiencies up to around 90% [11].

**Table 1. Falling Particle Receiver Model Parameters.**

<table>
<thead>
<tr>
<th>CARBOHSP® 40/70 Solid Particles</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>specific heat, ( c_{p,s} )</td>
<td>1250 J/kg-K</td>
</tr>
<tr>
<td>particle density, ( \rho_s )</td>
<td>2000 kg/m³</td>
</tr>
<tr>
<td>falling solid fraction, ( \phi_s )</td>
<td>0.6</td>
</tr>
<tr>
<td>particle curtain absorptivity, ( \alpha_s )</td>
<td>0.88</td>
</tr>
<tr>
<td>Particle curtain emissivity, ( \varepsilon_s )</td>
<td>0.92</td>
</tr>
</tbody>
</table>

**Geometric Parameters**

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>aperture height, ( H )</td>
<td>1.20 m</td>
</tr>
<tr>
<td>aperture width, ( W )</td>
<td>1.20 m</td>
</tr>
<tr>
<td>falling particle curtain depth, ( d )</td>
<td>0.042 m</td>
</tr>
<tr>
<td>exposed falling curtain area, ( A_r )</td>
<td>1.44 m²</td>
</tr>
<tr>
<td>falling curtain control volume, ( V_r )</td>
<td>0.061 m³</td>
</tr>
</tbody>
</table>

### 2.2. Hot Particle Thermal Energy Storage Bin

The thermal heat loss through charge-hold-discharge cycles in the hot storage bin is modeled using a semi-analytical technique that consists of combining analytical conduction solutions for stagnant regions and numerical integration techniques for moving particle regions using a discretized Greens formula. A more in-depth description of the storage model can be found in [9] and [10]. This work presents the first integration of a spatially resolved transient storage model into a system-level configuration. Of particular importance here is the introduction of a time-dependent particle inlet temperature during the charging phase, which allows us to capture the passive effect of the solar input variability at the falling particle receiver. A transient inlet temperature (or transient inlet or outlet mass flow rate) will inevitable change the transient hot particle storage outlet temperature, which goes on to affect the operation of the particle-to-sCO2 heat exchanger. This is also left as a passive transfer of particles, although a particle heater or mixing will eventually be used to maintain a steady particle inlet temperature to the heat exchanger [10].

### 2.3. Particle-to-sCO2 Heat Exchanger

We model the heat exchanger as a counterflow shell and plate heat exchanger, similar to the model considered in [4] and [17]. The spatial resolution and transient nature of the flowing
particles, sCO₂, and the separating stainless-steel barriers are captured, and in this paper, the inlet particle temperature comes directly from the hot storage bin without mixing or heating to represent the passive transient response of the heat exchanger. This is contrary to what was done in [10], where an electric heater heated the particles exiting the storage bin to maintain a constant inlet temperature and mass flow rate going into the heat exchanger, and the solar conversion efficiency varied by about 0.15 percent per °C change in particle outlet temperature. Other traditional heat exchanger control techniques can be applied to maintain operational setpoints for the particle and sCO₂ outlet temperatures, such as the feed-forward control strategy considered in [4].

A semi-discrete (continuous in time) method is used to simultaneously solve the system of linear equations representing the particle, Tₛ, supercritical CO₂, TₐCO₂, and stainless-steel barrier, Tₘ, temperatures. The governing energy equations are

\[ \rho_s c_{p,s} \phi_s t_s \left( \frac{\partial T_s}{\partial t} + v_s \frac{\partial T_s}{\partial x} \right) = 2h_s (T_m - T_s) \]  
\[ \rho_{CO2} c_{p,CO2} t_{CO2} \left( \frac{\partial T_{CO2}}{\partial t} + v_{CO2} \frac{\partial T_{CO2}}{\partial x} \right) = 2h_{CO2} (T_m - T_{CO2}) \]  
\[ \rho_m c_m t_m \frac{\partial T_m}{\partial t} = h_s (T_s - T_m) - h_{CO2} (T_m - T_{CO2}) \]

which are all semi-lumped element approximations with neglected vertical and horizontal conduction effects. The heat transfer coefficients for the particle-to-wall and sCO₂-to-wall convective heat transfer are approximated from previous studies that estimate heat transfer coefficients with 2D thermal models and Gnielinski correlations [17]–[20]. Otherwise, using a bulk temperature for the packed particle bed could be an issue since the effective conductivity in packed beds tends to be small (0.3-0.8 W/m-K). The plate height, H, width, W, and the number of banks were selected based on the nominal design points and are provided in Table 2 along with other geometric and thermophysical parameters.

<table>
<thead>
<tr>
<th>Table 2. Heat Exchanger Model Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>CARBOHSP® 40/70 Solid Particles</td>
</tr>
<tr>
<td>specific heat, cₚₛ \ errorMessage \ 1250 J/kgK [17]</td>
</tr>
<tr>
<td>packed particle density, ρₛ \ errorMessage \ 3300 kg/m³ [17]</td>
</tr>
<tr>
<td>solid fraction, φₛ \ errorMessage \ 0.6 [18]</td>
</tr>
<tr>
<td>particle heat transfer coefficient, hₛ \ errorMessage \ 400 W/m²K [18]–[21]</td>
</tr>
<tr>
<td>sCO₂</td>
</tr>
<tr>
<td>specific heat, cₚₐCO₂ \ errorMessage \ 1250 J/kgK [22]</td>
</tr>
<tr>
<td>packed particle density, ρₐCO₂ \ errorMessage \ 800 kg/m³ [22]</td>
</tr>
<tr>
<td>CO₂ heat transfer coefficient, hₐCO₂ \ errorMessage \ 3000 W/m²K [18]–[21]</td>
</tr>
<tr>
<td>Geometric Parameters</td>
</tr>
<tr>
<td>number of banks, N \ errorMessage \ 33</td>
</tr>
<tr>
<td>plate height, H \ errorMessage \ 1.5 m</td>
</tr>
<tr>
<td>plate width, W \ errorMessage \ 0.6 m</td>
</tr>
<tr>
<td>particle channel thickness, tₛ \ errorMessage \ 0.006 m [18]</td>
</tr>
<tr>
<td>CO₂ channel thickness, tₐCO₂ \ errorMessage \ 0.001 m [18]</td>
</tr>
<tr>
<td>metal barrier thickness, tₘ \ errorMessage \ 0.001 m [18]</td>
</tr>
</tbody>
</table>

3. Seasonal Simulations

Seasonal variation in meteorological conditions is modeled using four representative weeks starting on December 21, March 21, June 21, and September 23 for winter, spring, summer, and fall, respectively. Annually, the ambient temperature varies from about -9 to 40 °C. This
invariably impacts the parasitic losses in the system and will eventually lead to a larger marginal load for particle heating. A time step of 10 seconds was used to capture the passive response of component state variables to the fluctuations in DNI. TMY3 data is aggregated over one hour time steps, so we have a limited representation of the fluctuations that occur on 10 s intervals. In future work, data from an on-site meteorological station will be used to eliminate the error accrued in predictions that use interpolated TMY3 data. Using interpolated TMY3 data does, however, give some representation of the larger magnitude fluctuations and is reflected in the component-level responses presented in this section. Figure 3 shows some representative characteristics of these fluctuations for state variables in the receiver, storage bin, and heat exchanger. The ramp rate of the particle inlet temperature at the heat exchanger is perhaps the most important variable in terms of power dispatching and reliability and is provided for the four seasonal simulations in Figure 2.

**Figure 2.** Thermal ramp rates for the particle inlet temperature at the particle-to-sCO₂ heat exchanger for week-long seasonal simulations in winter, spring, summer, and fall.

These simulations do not include active controls, and only show the passive response of components to fluctuations in the solar and particle temperature inputs. Three main components and free-fall ducts are modeled, and the cycle is completed with prescribed boundary conditions. This includes the inlet temperature and mass flow rate of particles entering the falling particle receiver (600 °C, 9 kg/s), the inlet temperature and mass flow rate of particles entering the heat exchanger when the hot TES bin is not discharging (600 °C, 5 kg/s), and the mass flow rates of particles entering and exiting the hot TES bin (9 kg/s and 5 kg/s, respectively).

In Figure 3, following the transition from left to right for each time horizon, it is evident that the fast transients occurring at the heat exchanger are introduced by the heat attenuation in the hot thermal storage bin. This is because the heat loss that occurs over the total of 16 hours of charging and holding in the storage bin smoothes the fluctuations in the TES particle inlet temperature. During discharge, where particles flow out of the bin at 5 kg/s, the transient profile is mainly a product of the thermo-physical process of funnel flow in the storage bin.
However, the changes in the aggregate capacity of the plant that can be projected from the sCO₂ outlet temperature in Figure 3 occur on a diurnal time scale, which is manageable for hybrid plants and dispatch entities. On sub-hourly time scales, operational limitations of the heat exchanger and—if included in the system—electrical heaters are of concern with respect to the fast fluctuations shown in Figure 3 and ramp rates shown in Figure 2. During operation, mitigating components and controls must be able to regulate the sCO₂ outlet temperature to sustain the integrity of components in the power block [2], [3] which requires a response time of up to around 30 °C/min based on the results presented here.

Figure 3. Simulation results for, from top to bottom, winter, spring, summer, and fall months in Albuquerque, NM. From left to right, inputs and state variables are shown for the falling particle receiver, hot particle thermal energy storage bin, heat exchanger.

4. Conclusions

In this work, a model was introduced that was developed to capture the transient behavior of critical components on the particle side of a Gen3 CSP plant. One of the main contributions is the inclusion of a high-temperature particle thermal storage model that captures the spatially resolved thermal attenuation during charge, hold, and discharge cycles, which is particularly important for flat-bottomed storage bins that discharge in a funnel flow pattern [9], [10]. In the results presented here, it is evident that the transient trajectory of the particles exiting the storage bin is highly sensitive to the particle inlet temperature. However, the transient characteristics that are introduced in the thermal storage bin will inevitably impact the rapid thermal ramp rates in the particle-to-sCO₂ heat exchanger if they are not mitigated. From the system model considered here, these ramp rates can be as fast as around 30 °C/min under standard operation scenarios in a passive state. Hence, the particle-to-sCO₂ heat exchanger will need to be controlled to regulate sCO₂ outlet temperatures under these conditions. In [4], the sCO₂ outlet temperature in scaled-down but similarly designed heat exchanger was regulated sufficiently.
with a linear ramp rate of around 2 °C/min. Hence, further research, validation, and developments in modeling and controls will be necessary to ensure that the power block is insulated from rapid fluctuations on the particle side of particle-based Gen3 CSP plants. Ongoing efforts related to this work include the validation of the integrated thermal storage model under multicycle conditions and the implications of higher resolution and site-specific meteorological data. The framework that this model provides will then be used to develop controls based on the dynamic component models to mitigate the inherent thermal fluctuations identified herein.
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