2nd German-West African Conference on Sustainable, Renewable Energy Systems - SusRES
6th April 2021 – Kara, Togo
Conference Proceedings

Editors:
Jörg REIFF-STEPHAN
Kou'santa AMOUZOU
Assiongbon ADANLETE
TH Wildau Engineering and Natural Sciences Proceedings

TH Wildau Engineering and Natural Sciences Proceedings (TH Wildau ENSP) are the home for various proceedings of conferences organized by researchers of the TH Wildau.

The TH Wildau as one of the top research universities in Germany specialises in the research fields of applied biosciences, information technology/telematics, optical technologies/photonics, production and materials, transport and logistics as well as management and law.

These proceedings give a manifold insight into the technical and scientific research output and present the latest advancements of the university’s research fields.

ISSN (online): 2748-8829

TH Wildau Engineering and Natural Sciences Proceedings are published by TIB Open Publishing (Technische Informationsbibliothek, Welfengarten 1 B, 30167 Hannover) on behalf of Technische Hochschule Wildau.

All contributions are distributed under the Creative Commons Attribution 4.0 International License.
# 2nd German-West African Conference on Sustainable, Renewable Energy Systems SusRes – Kara 2021

April 6th 2021, University of Kara

“Decentralized Systems as a Key Factor in Clean Energy Production for Locations with Limited Infrastructure”

## Preface

<table>
<thead>
<tr>
<th>Authors</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reiff-Stephan et al.</td>
<td>Preface</td>
<td>1</td>
</tr>
</tbody>
</table>

## Photovoltaic

<table>
<thead>
<tr>
<th>Authors</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Afoda et al.</td>
<td>Design and Implementation of a Photovoltaic Characterization Platform at FaST</td>
<td>3</td>
</tr>
<tr>
<td>Ehlan et al.</td>
<td>Evaluation of Power Losses in a DC-DC Boost Converter</td>
<td>13</td>
</tr>
<tr>
<td>Donnou et al.</td>
<td>Study of the Decentralized Electrification by a Micro-Wind Power Plant: Case of Ahouandji Locality in Southern Benin</td>
<td>21</td>
</tr>
<tr>
<td>Anate et al.</td>
<td>Simulation Study of Perovskite Cell Performance in Real Conditions of Sub-Saharan Africa</td>
<td>43</td>
</tr>
<tr>
<td>Kata et al.</td>
<td>Advances in Conversion Efficiency and Thermal Stability of the Perovskite-Based Solar Cell: Review</td>
<td>51</td>
</tr>
</tbody>
</table>

## Biomass Energy

<table>
<thead>
<tr>
<th>Authors</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Krou et al.</td>
<td>Estimation of the Amount of Electrical Energy Available From the Biogas Produced at the Faecal Sludge Treatment Plant in the City of Sokodé</td>
<td>77</td>
</tr>
<tr>
<td>Dohou et al.</td>
<td>Optimization of Biogas Production by Co-Digestion of Organic Waste (Cow Dung and Water Hyacinth)</td>
<td>83</td>
</tr>
</tbody>
</table>

## Hydrogen Energy

<table>
<thead>
<tr>
<th>Authors</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Giese et al.</td>
<td>Hydrogen and Usability of Hydrogen Storage Technologies: Liquid Organic Hydrogen Carriers (LOHC) Versus Other Physical and Chemical Storage Methods</td>
<td>97</td>
</tr>
<tr>
<td>Gribova et al.</td>
<td>Sustainably Produced Hydrogen: Possible Variants and its Main Supply Paths</td>
<td>107</td>
</tr>
<tr>
<td>Section</td>
<td>Title</td>
<td>Authors</td>
</tr>
<tr>
<td>------------------------------</td>
<td>----------------------------------------------------------------------</td>
<td>--------------------------------</td>
</tr>
<tr>
<td>Smart Grids</td>
<td>Demand Response Model for Optimized Use of Renewable Energies in Production</td>
<td>Faller et al.</td>
</tr>
<tr>
<td></td>
<td>A Model-Based Approach to Decarbonize an Island’s Energy System: Case Study on the Island of Föhr, Germany</td>
<td>Paetow et al.</td>
</tr>
<tr>
<td>Predictive Analytics</td>
<td>Positive-Unlabelled Learning Based Novelty Detection for Industrial Chillers: A Data-Driven Approach to Avoid Energy Wastage</td>
<td>van de Sand et al.</td>
</tr>
<tr>
<td></td>
<td>A Comparison Study of Data-driven Anomaly Detection Approaches for Industrial Chillers</td>
<td>Falk et al.</td>
</tr>
<tr>
<td></td>
<td>Static and Dynamic Evaluation of Wind Potential in the Kara Region of Togo Using Artificial Neural Networks</td>
<td>Fousseni et al.</td>
</tr>
<tr>
<td></td>
<td>Short-Term Electricity Generation Forecasting Using Machine Learning Algorithms: A Case Study of the Benin Electricity Community (C.E.B)</td>
<td>Guenoupkati et al.</td>
</tr>
<tr>
<td>Intelligent Automation &amp; Robotics</td>
<td>Development and Manufacturing of a Controlled 3D Printed Bionic Hand</td>
<td>Smajic et al.</td>
</tr>
<tr>
<td></td>
<td>Concept Towards Segmenting Arm Areas for Robot-Based Dermatological In Vivo Measurement</td>
<td>Szymanski et al.</td>
</tr>
<tr>
<td>CPS &amp; IOT(IoT)</td>
<td>Cyber-Physical Production Systems in Settings with Limited Infrastructure: Blind Spots and Implications</td>
<td>Prell et al.</td>
</tr>
<tr>
<td></td>
<td>Implementation of a Machine Tool Retrofit System</td>
<td>Dietrich et al.</td>
</tr>
<tr>
<td></td>
<td>Challenges of IoT Deployment in the Context of Developing Countries</td>
<td>León-Ávila et al.</td>
</tr>
</tbody>
</table>
Poster contributions

Akiza et al.  Design and Simulation of an MPPT Charge Controller for a PV Application  257
Schulz et al.  Technical Condition Management for a PV-Based Distributed Energy System  261
Smajic et al.  Education 4.0: An Remote Approach for Training of Intelligent Automation and Robotic During COVID19  265
Damesse et al.  Planning and Optimization of a Multipurpose Farm Using Renewable Energies (Solar) in Yaoundé (Cameroon)  275
Preface

Jörg Reiff-Stephan¹, Kou’santa AMOUZOU², and Assiongbon ADANLETE²

¹ Technical University of Applied Sciences Wildau, Germany
² University of Kara, Togo

Renewable energy sources are more important today than ever before, as they represent a key factor in reducing greenhouse emissions and fossil fuel consumption. Avoiding excessive burdens on future generations has now become the declared challenge of this century and justifies the efforts we must undertake to reduce global warming. This can only be achieved by conceiving new technical approaches, exploiting alternative resources and by raising people's awareness of the sustainable use of their own livelihoods. However, this change in awareness is a process that needs to be driven forward, especially in the field of research and education, and is therefore the declared aim of the Joint German-West African Conference on Sustainable, Renewable Energy Systems – SusRES. This annual conference provides a platform for exchange between scientists, students and many other interested parties, with technological progress at the forefront of the event. The SusRES conference is known as an accelerator for an ever-growing international network, not limited to the circumstances of a single country or even continent, which strives to take on and meet the global challenges of the present and future.

This year’s guiding theme of the event -Decentralized systems as a key factor in clean energy production for locations with limited infrastructure- of the event is primarily based on the consideration of how the energy supply of the future is to be designed. For some years now, a paradigm shift towards decentralised energy supply has been observed, which opens up new possibilities especially in areas with weak infrastructural supply. This is not just about providing energy from renewable resources, but also about exploiting this energy we have today efficiently and sustainably, whereby intelligent and interconnected systems play an ever-increasing role.

The reader is provided with exciting insights into these topics within this conference proceedings elaborated by stakeholders from twelve time zones and four continents. In their contributions, the authors address important findings, especially from research but also from teaching, which represent an important milestone in their activities and thus make a significant contribution to our declared goals.
Design and implementation of a photovoltaic characterization platform at FaST

Moudjibatou AFODA¹, N’detigma KATA¹,², Dambé. DOUTI¹, Hodo-Abalo SAMAH¹, Amadou Séidou MAIGA²
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Abstract. The site that houses the FaST faces high dusty winds and considerable temperature variation. Weather conditions such as solar radiation, temperature, and wind speed greatly affect the performance of PV modules. But the data from PV equipment manufacturers do not allow for proper sizing. Therefore, a rigorous study is needed to find the most suitable PV module technology for the study area. For this purpose, platforms for the acquisition of meteorological parameters and module characterization are indispensable. This platform project at FaST will serve training and pedagogy because its configuration will allow master and bachelor students to carry out practical work, to carry out studies on new cell technologies under the influence of external factors specific to the sub-Saharan zone and will bring an added value by providing additional information on real conditions and especially the influence of local external factors. Our study consisted first of all in the realization of the platform on the roof of the FaST, then in the design and the programming of a module of acquisition of the measured parameters on the basis of the Arduino microcontroller card and finally in the test of characterization of the modules used for the platform thanks to an electronic load on the basis of MOSFET of power controlled by a microcontroller that we realized.

Keywords: platform, acquisition, electronic load.

Introduction

The performance of PV modules is highly dependent on weather conditions such as solar radiation, temperature and wind speed. To provide energy continuously over a long period of time, a PV system must be correctly dimensioned. This requires a fairly rigorous study in order to make the right choice. To do this, platforms for acquiring meteorological parameters and characterizing the panels are indispensable. This platform project at the FaST will achieve the following objectives: the platform at the service of training and pedagogy: with the instantaneous taking of measurements, the platform will allow learners and visitors to observe the behavior of the modules according to the conditions in which the modules are located. Its configuration will allow practical work to be carried out without influencing the long-term measurements. Thus, master and bachelor students will be able to carry out their practical work. The platform at the service of research: In the research of photovoltaic technologies best adapted to the sub-Saharan zone, the platform will allow to realize studies on new cell technologies with the influence of external factors specific to the sub-Saharan zone. The PV modules sold to the local market can be characterized through this platform to reassure investors and customers. The platform at the service of projects: most projects in the northern part of Togo are based on software data that may not correspond to the reality on the ground. This platform will bring an added value by providing additional information on real conditions and especially the influence of local external factors. Our work consisted in...
the realization of the platform on the roof of the Faculty of Sciences and Technologies (FaST), then in the design of a variable electronic load based on MOSFET and finally in the design, the realization and the programming of the acquisition module based on the Arduino microcontroller.

**Methodology**

We have defined the parameters that must be acquired by making a bibliographic study. During a visit to meteorological centers, we noticed that the available data are the ambient temperature, relative humidity, wind speed and direction. These centers do not acquire solar irradiation. From these researches, we have established a list of materials [1] of the platform and the right way to make their different assemblies. We have thus realized a diagram presenting in a general way the platform.

![Diagram of the whole system](image)

**Figure 1:** Schematic of the whole system

<table>
<thead>
<tr>
<th>I-Power block</th>
<th>II-Acquisition block</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-Solar modules</td>
<td>10-Pyranometer</td>
</tr>
<tr>
<td>2-Inverter switch</td>
<td>11-Temperature sensor</td>
</tr>
<tr>
<td>3-Regulator</td>
<td>12-Wind vane-anemometer</td>
</tr>
<tr>
<td>4- Battery</td>
<td>13-DHT22 sensor</td>
</tr>
<tr>
<td>5- Inverter</td>
<td>14-15- Voltage sensors</td>
</tr>
<tr>
<td>6-7-8-9-Fuses</td>
<td>16-17- ACS712 current sensors</td>
</tr>
<tr>
<td></td>
<td>18-Digital potentiometer</td>
</tr>
<tr>
<td></td>
<td>19-Arduino board</td>
</tr>
<tr>
<td></td>
<td>20-ESP32 MCU node</td>
</tr>
<tr>
<td></td>
<td>21-Computer</td>
</tr>
</tbody>
</table>

As illustrated by the block diagram in Figure 1, the I-V measurement platform for photovoltaic modules consists of two main parts: the production block and the acquisition block. These two blocks are controlled by a programmable changeover switch that serves as a flip-flop.
Production block

The production block allowing to feed the laboratory of physics of the Faculty of Sciences and Technologies (FaST), is constituted of:

A small photovoltaic field consisting of four solar modules placed on a metal structure that we have made (Figure 3) and installed (Figure 4 and 5) on the roof of the Faculty of Sciences and Technologies.

Figure 2: Production block

Figure 3: Assembly of metal structures
Figure 4: Installation of metal structures

Figure 5: Photovoltaic field installed on the roof of the FaST
- A regulator to control the charge of the batteries and limit their discharge
- Batteries to store energy for times of no sunlight
- An inverter to convert the direct current from the solar modules into alternating current that can be used to power the physics laboratory

 Acquisition block
This block consists of different devices for the measurement of solar irradiation (pyranometer), of the temperature of the modules in operation (temperature probes), of the direction and speed of the wind (wind vane-anemometer), of the ambient temperature and relative humidity (DHT22), of the measurement of the current (ACS712) and of the voltage. For the representation of the I-V characteristic from the current and voltage measurements, it is necessary to vary the impedance in order to have different voltage and current values, hence the usefulness of the digital potentiometer.
Digital potentiometer

The characteristics of potentiometers available on the market do not correspond to those of the modules we have for this study, it was therefore important to opt for a variable electronic load.

Electronic load

Photovoltaic modules are usually tested using direct current electronic loads. These loads are often very expensive. However, with the help of very simple and much cheaper circuits, it is possible to build an electronic load. It varies the resistance over the entire measurement range in a very short time.

![Figure 4: Circuit of the electronic load](image)

For this electronic load, we have connected in parallel resistors that are controlled by a microcontroller that generates control signals. We have used the PIC microcontroller for its efficiency and its availability on the market, to generate the signals that applied to the transistors allow to define the value of the resistance [2]. The MOSFET transistors are chosen for their simplicity, their speed and their lower cost and used in this case as electronic switches.

Data acquisition

Measurements made by the pyranometer, the vane anemometer, the temperature and humidity sensor, the thermocouples, the temperature sensor, the voltage and current sensors are retrieved by the Arduino board and then transferred to the MCU node. Potentiometers to adjust the periodicity of sending data to the Node MCU, the MAX485 module, a data receiver to transmit the data from the pyranometer to the Arduino, the RTC module, a real time clock to give the time at any time and an LCD screen to display the date, time and ambient temperature are added to allow a better understanding of the data to be acquired.
In order to acquire the data from the different sensors, we created two programs [3]. A first program that we uploaded on Arduino [4], [5] to recover the measurements made by the different sensors and then transmit them to the Node MCU. The second program is uploaded on the Node MCU allowing it to recover the data, to transfer them on a web server and on a SD card while allowing to download them.

**Flowcharts**

The following figure shows the execution steps of the algorithm that we used to develop the programs in C language that we uploaded on the Arduino board and on the Node MCU.
Figure 5a: Flowchart of the program driving the Arduino board
Results and discussions

This project of characterization platform being in progress, in this part, we present only the variation of some climatic parameters according to time. A test was carried out on 26/03/2021 from 8h30 am to 7h30 pm on the characterization platform allowing us to present these results.

![Flowchart of programs driving the ESP32 Node MCU](image)

**Figure 5 b:** Flowcharts of the programs driving the ESP32 Node MCU

![Graph of relative humidity and ambient temperature](image)

**Figure 6 a:** Variation of relative humidity and ambient temperature
Figure 6b: Variation of the temperature of the solar modules and the ambient temperature

Figure 6c: Variation of wind speed and atmospheric pressure

Figure 6a shows a decrease in humidity, reaching an almost constant value around 2pm and starting to increase around 5pm. The ambient temperature increases until it reaches its maximum value around 2:00 pm, a critical time used in the environment for air conditioning projects.

Curve 6b shows that the temperature of the modules is generally higher than the ambient temperature during the day because these panels absorb light and heat up.

The atmospheric pressure at the platform site is about 1 bar (Figure 6c), which is roughly equal to normal atmospheric pressure (101.3mbar). The wind speed varies a lot with several...
spikes during this day carrying a lot of dust on the solar modules. The impact of dust will be studied when all the characterization sensors are installed.

Conclusion

This article presents the work done for the realization of the solar module characterization platform implemented at FaST. Currently, it is possible to acquire meteorological data. However, the work continues in order to acquire the current-voltage characteristics of the solar modules as well as the solar irradiation in order to evaluate the consequences of the effect of the climatic conditions (temperature and dust) on the production of solar modules.
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Evaluation of power losses in a DC-DC Boost converter
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Abstract. DC-DC converters are dynamic systems consisting of the passive components. These components under the effect of thermal stress in a PV system generate power losses. The knowledge of these power losses is necessary to evaluate the conversion efficiency of the system. Using the polynomial approximation method, the equations for calculating losses in the different components were determined. The system is implemented under the MATLAB / Simulink software. The results show that for a PV application of 240 W supplied to the load, 18% are lost, only 82% are transferred

Keywords: Photovoltaic conversion chain, DC-DC converter, Power losses.

Introduction

Photovoltaic solar energy comes from the direct conversion of solar radiation into electrical energy through Photovoltaic (PV) cells. Depending on the desired power, these cells are connected in series and or in parallel to give a photovoltaic generator (GPV) [1], [2]. Nevertheless, the production of this energy varies according to the light intensity and the temperature of the cell. On the other hand, [3] states that a direct connection of the PV generator to the load does not guarantee the transfer of the maximum available power. In order to extract the maximum power available at each moment at the terminals of the PVG, the technique classically used is the insertion of a matching stage composed of a DC-DC converter and a MPPT (maximum power point tracking) controller between the GPV and the load [2]. The latter acts as an interface between the GPV and the load by ensuring, through a control action, the transfer of the maximum power supplied by the GPV so that it is as close as possible to the maximum available power. Therefore, several works on photovoltaic systems have led to the development of algorithms to extract the maximum energy from the GPV to increase the system efficiency. Therefore, the main objective of this paper is to shed light on the different losses generated by a converter in a PV conversion chain. To do this, we have based ourselves on the polynomial approximation method and on the manufacturer’s, data sheets to derive the equations of the losses as a function of the global current. In order to confirm our theory, we proceeded by programming these equations under the MATLAB / Simulink software. The rest of the paper is organized as follows: the block diagram of the studied PV conversion chain is described in section 2 and the loss equations are established in section 3. Section 4 presents the discussions on the obtained results and section 5 concludes the paper.
Synoptic diagram of a PV conversion chain connected to a DC load

A photovoltaic system consists of four (04) blocks as shown in Figure 2. The first block represents the energy source (PV panel), the second block is a static DC-DC converter, the third block represents the load and the fourth block represents the control system. This MPPT control system is in charge of modifying the cyclic ratio of the converter's switching cell in order to force the panel to deliver the maximum of its energy at each moment.

![Synoptic diagram of the photovoltaic system](image)

**Figure 1**: Synoptic diagram of the photovoltaic system

**Global study of the losses for a static converter**

As described in the previous section, the constituents of the Boost converter are: MOSFET, Diode, Inductance and Capacitance. The conversion efficiency can be written as:

$$\eta_{Conversion} = \frac{P_{out}}{P_{in}} = \frac{P_{in} - P_{losses}}{P_{in}} \tag{1}$$

With $P_{in}$ and $P_{out}$ the powers respectively at the input and output of the converter, $P_{losses}$ the power lost in the converter.

**Losses in the MOSFET**

The transistor dissipates energy during the firing phase $W_A$, the conduction phase $W_C$, and the blocking phase $W_B$ corresponding to a Total energy $W_T$: per switching period. For a MOSFET, the behavior in conduction regime is similar to that of a resistor, the powers dissipated during this phase and during the switching phases are defined according to [4] by the following equations:

$$P_{Cond} = f \cdot W_{Cond} = \frac{T_{Cond}}{T} \cdot V_{on} \cdot I_{in} = \alpha \cdot I_{in}^2 \cdot R_{DSon} \tag{2}$$

$$P_{Cond} = (W_A + W_B) = f \cdot \frac{1}{2} \cdot V_{in} \cdot I_{in} (t_{com} + t_{Bloc}) + \frac{1}{2} \cdot V_{in} \cdot I_{RM} \cdot f \cdot t_{com} \tag{3}$$

With : $W_A$: Energy dissipated during the firing phase, $W_B$: Energy dissipated during the blocking phase, $W_{Cond}$: Energy dissipated during the conduction phase, $W_{T}$: Total energy dissipated by the MOSFET, $R_{DSon}$: Source drain resistance of the MOSFET, $V_{in}$: Voltage at the terminals of the transistor in the blocked state, $I_{in}$ : current delivered by the generator, $I_{RM}$: amplitude of the diode's overlay current, $\alpha$: the duty cycle, $f$: the switching frequency of the MOSFET, $t_{com}$: duration of the switching phase, and $t_{Bloc}$: duration of the blocking phase.

In summary, the total losses at the MOSFET can be evaluated by:

$$P = f \cdot W_T = \alpha \cdot I_{in}^2 \cdot R_{DSon} + \frac{1}{2} \cdot V_{in} \cdot I_{in} (t_{com} + t_{Bloc})f + \frac{1}{2} \cdot V_{in} \cdot I_{RM} \cdot f \cdot t_{com} \tag{4}$$
Losses in the diode

When the diode is blocked, it behaves like a perfect capacitor because there is virtually no current flowing through it and only the voltage across it varies. When it is on, the voltage and the current vary. The other losses of the diode have been taken into account in the switching losses of the MOSFET, only the conduction losses are considered here. These are in the form of:

\[
P_F = V_d \cdot I_{out} \quad \text{with} \quad V_d = R_d \cdot I_{in} + V_F
\]

\[
P_F = (1 - \alpha) [R_d \cdot I_{in}^2 + I_{in} \cdot V_F]
\]

with \(R_d\) : differential resistance or dynamic resistance et \(V_F\) : direct voltage.

Losses in the capacitor

In most cases, a capacitor is a simple capacitance \(C\) expressed in Farad but as a component the capacitor is not limited to its simple capacity:

\[
P_{Cap} = R_C \cdot I_{RMS}^2
\]

We can rewrite (7) thanks to the expressions of the effective currents in the various components of the circuit developed in [5] in the form:

\[
P_{capacitor} = R_C \alpha (1 - \alpha) I_{in}^2 + \frac{R_C}{12} (1 - \alpha) \left(\frac{\alpha \cdot V_{in}}{1 - f \cdot L}\right)^2
\]

Losses in the inductor

The equivalent electrical model of a wound inductor can be reduced to an ideal inductor in series with a resistor \(R_L\). The presence of the latter generates direct losses by Joule effect linked to the conductors and to the losses induced in the magnetic core (losses by hysteresis and by eddy currents) which depend on the frequency and the variation of the flux.

\[
P_{Inductor} = R_L \cdot I_{RMS}^2
\]

\[
P_{Inductor} = R_L I_{in}^2 + \frac{R_L}{12} \left(\frac{\alpha \cdot V_{in}}{f \cdot L}\right)^2
\]

The expressions (11) and (12) of the average voltage of the inductance and the average current of the capacitor of a boost converter, make it possible to establish a relation showing the influence of the losses generated by \(R_L\) of the inductance on the output of this converter according to the electric quantities of the circuit [6].

\[
\langle V_L \rangle = 0 = V_{in} - R_L I_{in} - (1 - \alpha) \cdot V
\]

\[
\langle i_C \rangle = 0 = (1 - \alpha) \cdot I_{in} - \frac{V}{R}
\]

\[
\eta = \frac{P_{out}}{P_{in}} = \frac{1}{1 + \frac{R_L}{R_{out}}}
\]

For application, we used a MOSFET type IRFZ44E [7], a Standard silicon rectifier diodes1N 5059...1N 5062 [8], a capacitor APSA100ESS680MFA5S [9] and an inductor muRata|Ps 49101sc [10].

Using the datasheets of all these components, the equations for calculating the losses as a function of the current through them are summarized in Table 1.
**Table 1:** Loss evaluation equations

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_{\text{Mosfet}} )</td>
<td>((8.625e^{-3})I_{\text{in}}^3 + (0.234)I_{\text{in}} + 34.53e^{-3})</td>
</tr>
<tr>
<td>( P_{\text{Diode}} )</td>
<td>((2.562e^{-2})I_{\text{in}}^2 + 0.688I_{\text{in}})</td>
</tr>
<tr>
<td>( P_{\text{Capacitor}} )</td>
<td>((5.86e^{-3})I_{\text{in}}^2 + 0.0732)</td>
</tr>
<tr>
<td>( P_{\text{Inductor}} )</td>
<td>((0.165)I_{\text{in}}^2 + 0.938)</td>
</tr>
</tbody>
</table>

**Loss calculation method**

From the equations listed in Table 1, the block model in Figure 2 has been developed in Simulink to calculate the losses generated by a single-inverter PV system. Each of its blocks modeling the losses whose sum represents the total loss of the converter receives at its input the current \( I_{\text{in}} \) which is the equivalence of the current \( I_{\text{PV}} \). This calculation block is associated with the MPPT control system that is implemented in the converter.

![Diagram of a DC-DC converter in a PV system](image)

**Figure 2:** Total loss calculation blocks of a DC-DC converter in a PV system.

**Results and discussions**

We have evaluated the losses in the components including the switching cells (MOSFET, diode) and passive components of a DC-DC converter. On figure 3 showing the characteristic curves of the losses generated by these components as a function of the global current, we can notice that the losses in the capacitor, the MOSFET and in the diode are almost linear while the losses in the inductor evolve exponentially with the global current. In terms of efficiency, a cross analysis between figure 3 and 4 shows that the influence of these losses on the conversion efficiency is directly proportional to the losses generated by each component of the converter.
Figure 3: Changes in losses based on global current

Figure 4: Influence of losses on efficiency
Then, the simulation is performed under MATLAB / Simulink with a 240 KW PV generator and a purely resistive charge of 9.6 Ω. By applying the Figure 1 loss calculation block, Figure 6 shows that for a 240W PV source, a converter can encroach on conversion output up to 18% of the total power available at its in, reducing conversion power to 82%. Figure 5 shows that 53% of its losses are caused by the inductor, 33% by the diode, 11% by the MOSFET and only 2% by the capacitor.

Conclusion

The total efficiency of the converter is strongly influenced by the efficiency of the induction since the efficiency of the capacitor and MOSFET always remain above 95% and 90% respectively. While the efficiency of the diode which is 67% is still acceptable, the induction seems to impose its losses on the converter we simulated. Thus, in order to boost the efficiency of the converter, we must try to work a lot on the effectiveness of the inductor.
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Abstract. Access to energy is a major challenge for the socio-economic well-being of populations. In Benin, the electric energy sector is characterized by a low rate of access to energy in rural area (6.6% in 2017) and dependence on the outside at 40%. In the village of Ahouandji (Ouidah commune) located on the coast of Benin and far from the conventional network, the surface winds are regular and permanent. However, this wind resource is untapped despite the unavailability of electrical energy. To cope with this difficulty, this study therefore addresses the design and sizing of a micro-wind power plant to supply the region. Wind data at 10 m above the ground recorded over the period January 1981 to December 2014 by the Agency for the Safety of Air Navigation in Africa (ASECNA) were used. Based on the socio-economic study of the locality and the statistical study of the winds by the Weibull distribution and the power law, the sizing of the wind power plant components was carried out. The economic study of the system then made it possible to assess the profitability of the project. It emerges from this study that at 25 m above the ground the Weibull shape parameter is estimated at 2.94 and the scale parameter at 6.07 m/s. The most frequent speed is estimated at 5 m/s and the one giving the maximum energy at 10.2 m/s. The micro-power plant is made up of two wind turbines with a nominal power of 29.7 kW for a daily production estimated at 355 kWh, a three-phase converter rated at 30 kW, 06 inverters/chargers with a power of 11.5 kW and 120 batteries (3000Ah/2V). The selling price of kilowatt-hour estimated at 0.17 euro/kWh is quite competitive. The establishment of this micro-wind power plant is therefore an asset for these rural populations.
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Introduction

Energy plays an essential role in the socio-economic development of people and its demand is growing exponentially in the world [1], [2]. In order to reconcile development policies in this sector with environmental protection strategies, renewable energies now constitute a sustainable alternative. Their share in the global energy mix has been steadily increasing [3], [4] and they will become the largest source of electricity generation by 2025, surpassing coal according to the International Energy Agency's Renewable Energy 2020 report (IEA, 2020). Among these sources, wind power has experienced a remarkable growth in recent decades. Its production capacity has increased from 23,900 MW in 2001 to 591,549 MW at the end of 2018 [5], [6], [7] and wind power production exceeded 1,200 TWh over the year 2018,
contributing to 4.6% of the world's electricity production (all sources combined) [7]. This source therefore deserves to be valorized especially in developing countries. Moreover, the production of electricity in rural communities is an acute problem that militates against the socio-economic well-being of the population of these underdeveloped countries [8], [9].

In Benin, several studies such as Awanou et al [10], Houekpoheha et al [11], Akpo et al [12], Salami et al [13], Donnou et al [2] agree that the exploitation of wind energy in the coastal region is suitable at small and large scale. However, despite the many efforts made by leaders in the energy sector, this source of energy is still not exploited and many rural areas still live without electricity, especially on the coast of Benin. The electrification rate in rural areas is 6.6%. To cope with these challenges of electricity production, several authors have addressed the issue of rural electrification through the installation of micro wind power plants or the assessment of wind potential to overcome the energy deficit observed in these regions especially rural. Thus, in the work of Abdelhady et al [14], the authors give an overview of the wind potential in different regions of Egypt, along the Mediterranean and the Red Sea, and in the Western Desert. The techno-economic evaluation of the annual electricity production from 8 small wind turbines was performed. The net present value and payback period by analyzing the profitability of the selected wind turbines were addressed. The results obtained show that, in the locations considered, the reduced value of the feed-in tariff is a detrimental factor affecting the profitability of small wind turbines. Okeniyi et al [8] studied the assessment of wind power potential at selected sites in three major geopolitical zones in Nigeria. It was found that the simulation of electrical energy at different hub heights of low wind speed wind systems showed that the cost of electrical energy production at the three study sites converged to an affordable cost per kWh of electrical energy (0.0507 Euro in Kaduna, 0.0774 Euro in Warri and 0.0819 Euro in Calabar). Rural electrification by renewable energy source (wind) in these study sites was suggested by the authors. Ajayi et al [15] evaluated the wind power potential of two sites (Shaki, Iseyin) in Oyo State, Nigeria. Three wind energy conversion systems were used and it was found from the statistical study of the winds, that the sites have a capacity to generate in MWh and GWh of electricity at an average cost/kWh between (0.025 and 0.049) Euro. Furthermore, turbines with technical parameters of start-up speed, cut-off speed and rated speed (3m/s, 25m/s and 11.6 m/s) are suitable for these sites. In Turkey, Gökçeka et al [16] analyzed the wind energy potential of Kirkareli province in the northwestern Marmara region. The economic evaluation of wind energy at the site was performed using the discounted cost method. The results showed that the energy production cost per kWh for the site concerned varies between 0.0537 and 0.119 euro and that an increase in operation and maintenance costs from 0 to 10%, leads to an increase in the unit energy cost of about 6%. Similarly, the analysis of the wind characteristics in the city of Ras Benas located on the east coast of the Red Sea in Egypt using measured data (wind, pressure and temperature) and the Weibull function was performed by Ahmed [17]. This station has a huge potential of wind power for electricity generation and was selected to install a wind farm of 30 MW consisting of 20 commercial wind turbines (Nordex S 77). The production costs have been estimated at 0.013 euro/kWh, which is a competitive price in the global wind energy market. In the work of Ajayi et al [18], a study assessed the wind power potential of ten selected sites in the southwestern region of Nigeria and conducted a cost-benefit analysis of wind power generation at these sites. The energy cost analysis shows that the production cost can be as low as 0.02 Euro/kWh and as high as 5.03 Euro/kWh, depending on the turbine model used. Faida et al [19], after processing and simulating wind data from a site in Morocco, designed a wind farm and evaluated its electrical production based on a judicious choice of wind turbines. The installed capacity is 140 MW, i.e. 140 wind turbines, for an annual production of 516.6 GWh. Kassem et al [20] undertook an economic evaluation of a grid-connected 12 MW wind farm and PV plant in two regions of northern Cyprus for electricity generation. The production costs of the wind farm obtained by the authors ranged from 0.023 to 0.04 Euro/kWh. Gaddada and Kodicherla [21] selected three commercial wind turbines as large-scale wind energy conversion systems (WECS) for the technical evaluation of power generation through the present value cost (PVC) method in eight selected locations in the Tigray region of Ethiopia. The minimum average cost per kWh obtained in Mekele was $0.0011/kWh with VESTAS.
V110-2. while the highest average cost was $7.3148/kWh with POLARIS P15-50 in Shire. Bagiorgas et al [22] estimated the Weibull parameters by three different methods on four meteorological stations in the central region of Western Greece to estimate the wind potential in this area. An analysis of the specific cost per kilowatt-hour of electrical energy, obtained for several wind turbines at different hub heights was performed for each station. The result of this study is that the specific cost per kWh decreases as the size of the wind turbine increases for comparable systems designed by the same manufacturer with similar performance but with different power ratings (size).

The diversity of this work and the results obtained, notably on the competitive cost of the wind power kilowatt-hour, reveal the interest in this energy source and the importance of its exploitation on appropriate sites for a better profitability. The interest of this study, which consists of supplying electric energy from a wind source to the households of Ahouandji, is therefore justified in this locality. To achieve this, a statistical study of wind speeds in the study area was conducted at 10 and 25 m to estimate the available wind resource. Then, based on the socio-economic study of the Ahouandji locality and the wind speed profile, the characteristics of the components of the micro power plant were determined. Finally, the financial evaluation of the project was carried out in order to assess its profitability.

Material and Methods

Material

Study area

Benin's 125 km long coastal zone extends from Hillacondji in the west to Kraké in the east. It is located between latitude 6°15'N and 7°00'N and longitude 1°40′E and 2°45′E. The site of our study is the village of Ahouandji located in the district of Avlékété (commune of Ouidah) on the coast of Benin. Figure 1 provides an overview of the geographical location of the coastal region of Benin and the study site.

![Figure 1](image)

**Figure 1.** Geographic location of the coastal region of Benin. Location of the commune of Ouidah [23], [24].

Data collection

The data used in this study include wind speed measured at 10 m from the ground during the period from January 1981 to December 2014. They were recorded every hour by the Cotonou Airport meteorological station. Figure 2 shows the experimental site of the meteorological station where the data were collected.
Figure 2. Experimental site of the Cotonou-Airport meteorological station. Anemometer with cup and wind vane located on a 10 m mast (left panel). Experimentation site (right panel) [25]

Methods

Statistical study of the wind at the study site

Weibull distribution

The Weibull function is used to characterize the frequency distribution of wind speeds over a given period (a year, a month, or a day). It is defined by equation [2], [17], [26], [27], [28], [29]:

$$f(v) = \frac{k}{c} \left(\frac{v}{c}\right)^{k-1} \exp\left[-\left(\frac{v}{c}\right)^k\right]$$  \hspace{1cm} (1)

With $f(v)$ the Weibull probability density function which is the probability of observing a wind speed $V$ in m/s, $c$ in m/s is the scale factor of the Weibull distribution. It is related to the mean wind speed by the Weibull form factor $k$ describing the wind speed distribution. The relationship between the scale factor of the Weibull law and the mean wind speed is established by the following formula [2], [11], [12], [22]:

$$C = \frac{V}{\Gamma(1+\frac{1}{k})}$$  \hspace{1cm} (2)

With $\Gamma$ the Gamma function, $V$ the average wind speed. The relationship to determine the form factor is given by [11], [12], [19], [30]:

$$k = \left(\frac{\sigma}{V}\right)^{-1.086}$$  \hspace{1cm} (3)

With $\sigma$ the standard deviation.

The velocity giving the maximum energy $V_{me}$ and the most frequent velocity $V_f$ on the site are given by [2], [18]:

$$V_{me} = \left(1 + \frac{2}{k}\right)^{1/k} c$$  \hspace{1cm} (4)

$$V_f = \left(1 - \frac{1}{k}\right)^{1/k} c$$  \hspace{1cm} (5)

The power law

The power law is an equation that allows to determine from a known wind speed data (usually 10 m from the ground), the speed at an altitude higher than 10 m. It is the most commonly used equation for the extrapolation of wind speeds [25]. It is given [25], [31], [32], [33], [34].
with \( z_1 \) the height of the initial observation of the wind speed (m), \( V_1 \) is the observed speed at altitude \( z_1 \), \( z_2 \) is the height at which we want to estimate the wind speed (m), \( V_2 \) is the speed that we estimate at the height \( z_2 \) (m/s).

**Sizing of the micro wind power plant**

The energetic study of the micro wind power plant consists in sizing the different components necessary for the implementation of the plant. It is thus a question of determining:

- the socio-economic study of the locality to be supplied;
- the power of the wind farm to be set up and able to cover the energy needs;
- the capacity of the batteries to be installed while taking into account the number of days or hours of autonomy;
- the characteristics of the converters to be used to satisfy the electrical energy needs;
- the system protection and control devices

**Socio-economic study of the locality of Ahouandji**

The socio-economic study of the Ahouandji locality was carried out according to the following steps:

- **Data collection**

First, a study of the number of inhabitants of the Ahouandji village was conducted. Indeed, from the notebooks of villages and city districts of the Atlantic department published by the National Institute of Statistics and Economic Analysis (INSAE) [24], the population of the said village in the years 2004 and 2013 was obtained. In order to estimate the current number of inhabitants of the village considered in this study, we extrapolated from the year 2004 to the year 2020 using the following expression [24]:

\[
P_{2020} = P_{2004} (1 + \tau)^{(m-a)}
\]

With \( m \) the future year (2020), \( a \) : the base year (2004).

The rate of increase \( \tau \) is determined by [24]:

\[
\tau = \left( \frac{P_{2013}}{P_{2004}} \right)^{\frac{1}{m-a}} - 1
\]

Avec \( P_{2013} \) : Population in 2013= 851 inhabitants
\( P_{2004} \) : Population in 2004 = 566 inhabitants
\( m \): 2013-2004

The number of persons being estimated on average at 6 per household from the field surveys, we have the number of household \( N \) which is given by:

\[
N = \frac{P_{2020}}{6}
\]

In view of the demographic data obtained from the extrapolation to the year 2020, in this case the number of households, we have constituted a sample of households to be surveyed in the locality. The size of the sample is determined from the following relationship [24]:

\[
n_e = \frac{t^2 \times p \times (1-p)}{\alpha^2}
\]
With $n_e$ the minimum sample size for obtaining significant results for a given event and risk level, $t$ the confidence level (the standard value of the 95% confidence level will be 1.96), $p$ the estimated proportion of the number of households that have the characteristic (10% of the total number of households), $\alpha$ the margin of error (usually 5%). Based on the sample size of the population, a field survey was conducted in these households to learn about their different energy needs.

- Analysis of collected data

The analysis of the data consisted in making a synthesis of the receivers used by the households with their respective powers and then to proceed to the energy balance.

### Power of the wind farm

To determine the power of the wind farm, the daily energy needs of the population must be less than or equal to the daily energy produced by the wind turbines. The useful energy $E_u$ provided by the wind farm to supply the locality was obtained from equations (11), (12) and (13):

$$E_u = P_u \ast T$$  \hspace{1cm} (11)

Its useful power $P_u$ is given by the formula [9], [22]:

$$P_u = f_c P_n$$  \hspace{1cm} (12)

With:

$$f_c = \left\{ \frac{\exp\left[\frac{-(V_d)^k}{c}\right] - \exp\left[\frac{-(V_n)^k}{c}\right]}{\left(\frac{V_n}{c}\right)^k - \left(\frac{V_d}{c}\right)^k} - \exp\left[\frac{-(V_c)^k}{c}\right] \right\}$$  \hspace{1cm} (13)

$f_c$ is the capacity factor, $P_n$ is the nominal power (W), $T$ is the time (h), $V_d$ is the starting speed, $V_n$ he nominal speed and $V_c$ the stop speed. The choice of $V_n$ is made from the speed $V_{me}$ and $V_f$. We have then $V_f < V_n \leq V_{me}$ [8].

1.2.2.3 Battery capacity

The capacity $C_b$ in Ah of the battery bank is determined by the following relationship [35]:

$$C_b = \frac{E_{cons} \cdot N}{D \ast U}$$  \hspace{1cm} (14)

With $E_{cons}$ the total daily energy to be satisfied, $N$ number of autonomy days equal to 2 in the case of this study, $D$ the deep discharge of the battery (80%), $U$ the battery voltage is fixed at 48V in this study.

### Characteristics of converters

- Sizing of the DC/AC converter

The use of an inverter in the wind power plant is essential because the loads will be supplied with alternating current. Indeed, its dimensioning is done essentially on the basis of the nominal power supplied by the wind field. Thus, the power of the DC/AC converter is equal to the power of the wind field.

- Sizing of the battery charger inverter

The battery charger inverter is an essential device in a wind power plant, since it not only allows to recharge the batteries that will be used as energy source for the loads during the periods when there is not enough wind, but also to create a primary AC voltage network.
related to the synchronization of the central converter (DC/AC). It is usually sized based on the maximum power demand of the load. In fact, it is desirable to apply a safety coefficient equal to 1.25 to the maximum basic power in order to have a wide power range. The power of the inverter is given by [35]:

\[ P_{\text{ond}} = \frac{P_{\text{max}} \times 1.25}{\eta} \]  

(15)

With \( P_{\text{max}} \) the maximum power demand, \( P_{\text{ond}} \) is the power of the inverter, \( \eta \) is the efficiency of the inverter (98%).

**Economic calculation**

**Calculation of the annuity**

The annuity which represents the annual repayment of a loan with interest by a constant amount is given by the relation [35]:

\[ A = \frac{I}{1 - (1+i)^{-n}} \]  

(16)

With \( I \): Initial investment, \( i \) Interest rate (12% in the case of this study), \( n \) Lifetime of the plant components (between 10 and 25 years).

**Overall discounted cost**

This cost takes into account maintenance, operating costs and annuity. Maintenance and operating costs are estimated at between 3 and 5% of the initial investment cost of the plant.

- Calculation of the cost per kilowatt hour

The cost per kilowatt-hour is given by the ratio of the discounted global cost \( C_g \) to the annual energy production \( P_E \) [35]:

\[ C_k = \frac{C_g}{P_E} \]  

(17)

**Return on investment time**

Also known as the payback period, this is the time that must elapse before the operating profit streams can fully cover the initial capital. The initial investment is divided by the empirical average of the annual cash flows (profits). Then, we multiply the remainder of the quotient thus obtained by 360 days.

**Results and discussion**

**Wind speed distribution**

**Variation of the Weibull parameters**

In Figure 3, the Weibull shape \( k \) and scale \( c \) parameters are shown at the monthly scale.

Figure 3. Monthly variation of Weibull parameters at 10 m from the ground (1981-2014)

We note that both Weibull parameters show seasonal variation. The shape parameter $k$ varies from 2.23 (May) to 3.65 (August) at 10 m and from 2.3 (May) to 3.98 (August) at 25 m. As for the scale parameter $c$, it varies from 4.10 m/s (December) to 6.08 m/s (August) at 10 m and 4.75 m/s (December) to 7.30 m/s (August). The highest values of $k$ are observed during the windiest months while the lowest are obtained during the least windy months. These results are in agreement with the work of Donnou et al [2] who used wind data at a smaller time scale (every 10 min) in the same study area.

Speed giving the maximum energy

Figure 4 shows the monthly variation of the wind speed giving the maximum energy at altitudes of 10 and 25 m above ground.

Figure 4. Variation of the wind speed giving the maximum energy as a function of the altitude (1981-2014)

The wind speed giving the maximum energy varies from 7.53 m/s (December) to 9.60 m/s (September) at 10 m and from 8.61 m/s (December) to 11.19 m/s (July) at 25 m. Referring to the studies of Adaramola et al [36], the wind speed carrying the maximum energy were evaluated at the coastal sites of Adafoah, Anloga, Aplaku, Mankoadze, Oshiyie and Warabeba in Ghana and are respectively estimated at 8.46 m.s$^{-1}$, 7.18 m.s$^{-1}$, 6.81 m.s$^{-1}$, 6.82 m.s$^{-1}$, 5.79 m.s$^{-1}$ and 6.5 m.s$^{-1}$ at 12 m. These values obtained are close to those obtained at our site at 10 m from the ground, notably at Adafoah and Anloga.

Variation of the Weibull distribution

The variation of the Weibull probability function at 10 m and then at 25 m from the ground is shown in Figure 5.
Analysis of Figure 5 indicates that the most frequent wind speed at the study site is estimated to be 4 m/s at 10 m. A large proportion of the winds above 10% are between 2 m/s and 7 m/s. Wind speeds above 10 m/s have a frequency of occurrence of less than 1%. At 25 m, the most frequent wind speed is 5 m/s. Wind speeds above 12 m/s have a frequency of less than 1%. Wind speeds between 3 and 8 m/s have a frequency of occurrence of more than 10%. We also notice that the most frequent speeds on the site are different from those that carry the maximum energy. These results are confirmed by the work of d'Adaramola et al. [36] who obtained on the coastal sites of Adafoah, Anloga, Aplaku, Mankoadze, Oshiyie and Warabeba in Ghana frequent velocities of 4.23 m.s\(^{-1}\), 3.59 m.s\(^{-1}\), 4.34 m.s\(^{-1}\), 3.88 m.s\(^{-1}\), 3.39 m.s\(^{-1}\) and 3.07 m.s\(^{-1}\) at 12 m from the ground, which are different from the maximum energy speeds obtained at the same sites. The values of the most frequent wind speed observed on the Beninese coast were then compared to those recorded on some coastal sites of the West African sub-region. Thus, in analyzing the work of Udo et al. [37] who investigated the wind energy potential of four coastal sites in Nigeria, the authors observed that the most frequent wind speed expected in Calabar, Uyo, Warri and Ikeja is about 3 m/s, 4.5 m/s, 3.5 m/s and 5 m/s. Similarly, in the work of Youm et al. [38], the authors evaluated the wind potential on the northern coast of Senegal along the Atlantic Ocean, particularly at the sites of Mboro, Ndandekhou, Pékses, Pôtou and Makhana. The observed frequencies increase steadily, reaching a maximum value of wind speed of 4 m/s especially at the sites of Pôtou, Mboro and Makhana which are near the coast and where sea breezes can influence the wind regime. It can be seen that these values obtained on these Nigerian and Senegalese coastal sites at 10 m above ground level are close to those observed in Cotonou.

**Characteristics of the micro wind power plant**

**Energy balance of the Ahouandji locality**

Figure 6 presents the results of the socio-economic survey. Thirteen households represent the sample surveyed at the site out of a total of 195 households in the village. The energy and power balance for this sample of households is presented in Figure 6.
It can be seen that the energy requirements vary from one household to another. The total power of the receivers varies from 71 W to 736 W and the average daily energy consumption from 616 Wh to 2456 Wh. The power and energy that would be consumed by all households in the Ahouandji locality is presented in Table 1. The total power of the load is estimated at 49,275 kW and the average daily energy consumption is 303,150 kWh.

**Table 1.** Average daily energy balance of the village

<table>
<thead>
<tr>
<th>Total power (kW)</th>
<th>Average energy consumption (kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>49.275</td>
<td>303.150</td>
</tr>
</tbody>
</table>

**Selection of the micro wind power plant components**

The characteristics of the electrical equipment of the micro wind power plant are summarized in Table 2. The size of the wind farm is at least 24.5 kW. The capacity of the battery bank is estimated at 15,790 Ah. The DC/AC converter has a power of at least 24.5 kW. The power of the inverter-charger is estimated to be 62.85 kW.

**Table 2.** Essential characteristics of the micro wind power plant components

<table>
<thead>
<tr>
<th>Designation</th>
<th>Quantity</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind turbine</td>
<td>03</td>
<td>Operating Parameters</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Starting wind speed $V_d$ (m/s)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nominal wind speed $V_n$ (m/s)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wind speed at cut-off $V_c$ (m/s)</td>
</tr>
<tr>
<td>Generator</td>
<td></td>
<td>Type</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nominal power $P_n$ (kW)</td>
</tr>
<tr>
<td>Blade</td>
<td></td>
<td>Number of blades</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Blade length (m)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Surface swept by the propeller (m²)</td>
</tr>
<tr>
<td>Converter DC/AC three-phase</td>
<td>03</td>
<td>Nominal power $P_n$ (kW)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Maximum input voltage (V)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rated voltage AC (V)</td>
</tr>
</tbody>
</table>
Based on the power curve of the selected wind turbine (TN 535 from the manufacturer Tozzi Green), the monthly energy production of the micro wind power plant has been evaluated and presented in figure 7.

![Figure 7. Monthly energy production of the micro wind power plant](image)

It can be seen in Figure 7 that the energy production of the wind turbines varies from 4338 kWh to 11424 kWh at 10 m and from 6792 kWh to 15663 kWh at 25 m. The total annual energy production of the micropower plant is estimated at 129,528 kWh, or 355 kWh on average per day. This production largely covers the average daily consumption of the village estimated at 303.15 kWh.

### Financial evaluation

#### Annual expenses

The annual expenses for the construction of this micro wind power plant are summarized in Table 3. The initial investment takes into account the components of the micro wind power plant, the construction of a technical platform, the accessories of the low voltage network and the public lighting.

<table>
<thead>
<tr>
<th>Designation</th>
<th>Initial investment (euro)</th>
<th>Maintenance and operating costs (3% of the investment)</th>
<th>Annuity (euro)</th>
<th>Overall discounted cost (euro)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Micro power plant</td>
<td>123779.30</td>
<td>3713.38</td>
<td>17272.47</td>
<td>20985.85</td>
</tr>
</tbody>
</table>
Project Sustainability

The result of the operation indicates that the cost price per kilowatt hour of electricity is 0.16 euro. For the operation of the plant, we have set the selling price of the kilowatt-hour at 0.17 euro for all social classes. This cost is quite competitive when compared to the tariff of the Société Béninoise d’Énergie Electrique (SBEE) (0.19 euro/kWh), which is responsible for marketing energy in Benin. However, when comparing the cost per kilowatt hour obtained in this study to other costs observed in the literature by other authors on sites suitable for the installation of a wind power generation unit or plant, we note that the amounts vary according to the available potential, the size of the plant and the characteristics of the wind generators. Thus, by analyzing the work of Okeniyi et al [8] in Nigeria (Kaduna, Warri, Calabar), Ajayi et al [15] in Nigeria (Shaki and Iseyin in Oyo State), Gökçekęa et al [16] in Turkey, Ahmed [17] in the East Red Sea coast of Egypt, Ajayi et al [18] in the southwestern region of Nigeria, Kassem et al [20] in two northern regions of Nigeria, and Kassem, et al [20] in the northwestern region of Nigeria, [22] in two regions of northern Cyprus, Gaddada and Kodicherla [21] in the Tigray region of Ethiopia, it is noted that the price of the kilowatt-hour has been evaluated respectively at (0.0.0507, 0.0774, 0.0819) euro; (0.025, 0.049) euro; (0.0537 to 0.119); (0.013) euro; (0.02 to 5.03) euro, (0.023, 0.04) euro; (0.000093 to 6.21) euro. These different costs are mostly much lower than the cost obtained in this study. These differences would therefore be due to the fact that the sites do not have the same meteorological characteristics. Moreover, in the present study, except for the investment costs of the micro power plant, the costs related to the construction of a low voltage distribution network of the produced energy were taken into account in the calculation of the cost price of the kilowatt-hour contrary to the works met in the literature. The amortization time of the invested capital for the project was estimated at 06 years 184 days.

Conclusion

The characteristics of the components of a micro wind power plant were determined in the present study in order to supplying electrical energy to the populations of the locality of Ahouandji on the coast of Benin. Based on the statistical study of wind speeds recorded on this site and the socio-economic study of the population, the size of the micro wind power plant was sized. From the annual expenses generated by the construction, operation and maintenance of the plant, the price per kWh of electrical energy was estimated in order to assess the profitability of the project. The main results of this study are as follows:

(1) The mean annual wind speed is estimated at 4.51 m/s at 10 m and 5.41 m/s at 25 m. The Weibull parameters (shape parameter k) vary from 2.23 to 3.97 and the scale parameter from 4.10 m/s to 7.29 m/s between 10 and 25 m from the ground. The most frequent velocity on the study site is 4 m/s at 10 m and 5 m/s at 25 m from the ground. The speed giving the maximum energy varies from 7.53 m/s to 11.19 m/s between 10 and 25 m.

(2) The micro power plant is composed of 03 wind generators with a respective power of 9.9 kW, 03 three-phase DC/AC converters of 10 kW each, 06 inverter-chargers with a respective power of 11.5 kW, 120 batteries of 3000Ah/2V, DC and AC protection boxes and 03 three-phase differential circuit breakers of 60A.

(3) The annual energy production of the plant has been estimated at 129,528 kwh and fully covers the village’s loads.

(4) The price per kilowatt hour of electricity is estimated at 0.17 euro and is quite competitive.

Based on these results, the installation of this micro power plant will be an asset for the locality of Ahouandji.
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Abstract: As part of a scientific work within the solar company Sunfarming GmbH, the aim was to find out whether bi-facial modules on open spaces deliver better results economically than conventional mono-facial solar modules. In this context, an already installed 750 kWp PV system with mono-facial solar modules was compared directly with a structurally identical PV system with bi-facial modules, which, however, does not exist in practice but was only simulated with PV software. The second part of the investigation includes the comparison of four different assembly systems or elevation variants in order to determine the system with the best relationship between system yield and costs.

The final result of the first investigation showed that the use of bi-facial modules reduced the specific costs per kWh by approximately 5%. In order to improve this effect, the use of compact assembly systems is recommended, e.g. five rows of modules per table with horizontal alignment.

Keywords: Bi-facial photovoltaics, open-space PV systems, Renewable Energy Sources

Introduction

For many years, photovoltaics have been one of the most important players in renewable power generation in Germany. The PV modules have been optimized in terms of production and quality, especially in the last 10 years, which at the same time increased customer demands, prices have fallen and the degree of efficiency depending on the design has already reached over 20%. With the aim of placing as much power as possible in a small area, the trend of bi-facial modules developed on the market in 2018/2019. The technology is able to convert solar radiation into electrical energy on both the front and rear of the module. According to the suppliers and manufacturers, additional energy yields of 5-30% compared to mono-facial modules are possible depending on the orientation, inclination and shading [1].

In this context, the question arises to what extent the bi-facial standard modules compare to mono-facial modules in terms of additional power and whether these can generally replace the conventional modules in open spaces. For this consideration, the actual costs and energy yields of a current open-space system were examined and compared with the costs and yields of a simulated system with bi-facial modules.
PV Open Space Systems

A ground-mounted PV system basically consists of the following main components:

- Mounting system / substructure
- Solar modules
- Generator connection boxes
- Inverter
- Transformer and transfer station

The **mounting system** is used to hold and align modules (Figure 1). The modules are inclined to a certain angle (15°-30°) with the aid of the frames, while this is already guaranteed by the roof inclination in roof systems. The more module rows a table has, the lower the inclination must be selected in order to minimize the effect of wind loads. The mounting system is one of the most important factors influencing the effectiveness of the PV system [2].

A conventional mono-facial **solar module** usually consists of several crystalline solar cells with silicon as the starting material. The solar cells form the heart of a PV system, as the actual photovoltaic effect takes place in these or convert the energy of the photons into electricity. In practice, mainly polycrystalline (light blue appearance) and monocrystalline (dark blue appearance) are used, which differ only in terms of the type of production and the degree of efficiency. While polycrystalline solar modules have an efficiency of 13-17 %, monocrystalline modules can have an efficiency of more than 20 %, but this is associated with higher costs. In a PV system, the solar modules are connected in series, creating so-called strings that are then led to the generator junction box [3].

The nominal output of a solar module is specified in kilowatt-peak (kWp) and indicates the maximum output of the module, which is also optimized with half-cell technology (Figure 2). If the cells are halved after production, the peak performance can be improved by 2-3 % according to the Fraunhofer Institute for Solar Energy Systems, since the electrical resistance and thus the energy losses are reduced within the cell connectors [4].

The **generator junction boxes** have the task of bringing the individual solar cables or strings together and, if necessary, of separating the load from the rest of the system by means of a switch disconnector (e.g. for maintenance work). By merging the strings, cable runs and costs can be saved [2].

The solar generator generates direct current and can therefore not feed into the power grid with alternating current. Therefore, all PV modules must be connected to one or more inverters depending on the generator power. This converts the direct current (DC) into alternating current (AC). In addition to the conversion, the inverters also perform the following tasks [3]:

- Performance optimization
- Plant monitoring
- Power feed-in
**Performance optimization:** The inverter detects the point of maximum power (MPP = Maximum Power Point) per module string. This point is different at any time depending on the irradiance, shading and module temperature, which is why the MPP is constantly searched for and tracked (MPP tracking) [5].

**Plant monitoring:** Thanks to the independent operation, inverters can switch to standby mode when the voltage is too low in order to save energy and switch on again when there is sufficient incidence of light. They can also automatically disconnect themselves from the network in the event of network faults or failures using a disconnection device. With the help of a communication interface, the inverters and thus the yields of the PV system can be remotely monitored at any time, e.g. to quickly identify any loss of yield [6].

**Power feed-in:** After a successful conversion, the electricity is fed into the corresponding electricity network. While this process takes place in small PV systems (e.g. 5 kW) via the house connection with 230 V, larger systems (e.g. 750 kWp open-space systems) feed into the medium-voltage network between 1 kV and 35 kV via the transformer or the transfer station [2].

The transformer is connected to the PV generator via the inverter and transforms the output voltage of the inverter to the required medium-voltage level. In addition, with the help of a switchgear within the station, it is possible to disconnect the transformer from the power grid [2].

However, the energy from the PV system is fed into the public grid with the help of the transfer station. This also takes over the counting of the energy generated by the generator and at the same time forms the property boundary of the PV operator and the responsible network operator [7].

**Bi-facial Modules PV Open Space System**

In contrast to the mono-facial cell, the bi-facial solar cell can convert the solar radiation on the front as well as on the back into electricity. However, these are not two separate areas, but simply the same item. The bi-facial PERC cell (PERC = Passivated Emitter Rear Cell) is characterized by its dielectric layer (dielectric = non-conductive). The illustration in Figure 3 shows both a conventional solar cell and a PERC cell. The standard cell (left) has a full-surface aluminum metallization on the back, which serves as a conductive contact for the cell. The PERC technology, on the other hand, involves the creation of a dielectric layer that has several small holes with the help of a laser. This means that the silicon wafers only have contact with the aluminum metallization through the tiny holes [1].

![Figure 3. PERC cell technology](image_url)

By modifying the back of the cell, the radiation can also be received from the back. In order to fulfill this function, there must also be a transparent back [8].
The back is not symmetrical with the front and for this reason can only partially absorb the radiation as efficiently. The ratio between back and front performance is called the bi-facial factor and is approximately 70 % under standard test conditions [1].

In addition, there are the following influencing factors that influence the rear side yield of bi-facial modules:

The reflection factor (albedo) is a percentage of the reflection radiation that hits the back of the module and depends on the color and nature of the surface. While light colors have an albedo value of approximately 60-90 % (e.g. snow), grass, for example, guarantees a value of approximately 23 % [1].

The higher the angle of installation, the more diffuse radiation can reach the rear, and the same applies to the installation height of the module tables [1].

The row spacing between the module tables also has an influence on the radiation behind the modules. At short distances, the horizon is narrowed down, so that the diffuse radiation decreases. Self-shading can also occur at low positions in the sun if a module table is too close to the rear one [1].

The last influencing factor is the shading from the solar cables and the mounting system. The profiles of the mounting system should therefore not cover the rear of the bi-facial modules [1].

**Economics of Bi-facial PV Systems**

**Economic Comparison of Two 750 kWp PV Systems**

A 750 kWp PV system that had already been built by SUNfarming GmbH was used as the basis for the investigation, and its investment costs were compared with the annual energy yields in order to calculate the specific costs in €/kWh. In the study, these specific costs should represent a measure of the profitability of a PV system.

With the help of the simulation software PV-Sol, it was then possible to simulate the same PV system with the same technical configurations that instead contains bi-facial solar modules. For the simulation system, the theoretical investment costs and yield data were also put in relation and the specific costs were calculated. According to the comparison, the specific costs when using bi-facial modules decreased by 3.17 %. However, it should be noted here that it is not certain whether the simulation software can calculate the actually possible energy yield through the rear. An additional energy yield of approximately 5 % was output in the simulation, which can therefore differ slightly from reality.

**Economic Comparison of Different System Concepts**

In the second part of the investigation, the standard assembly system used was compared economically with four other elevation concepts. An area of approximately 4 hectares was used as the basis, which was covered by the concepts below in full simulation.

The fundamental data set of the installation concepts and their technical configuration is shown in Table 1.

<table>
<thead>
<tr>
<th>Concepts/Reference</th>
<th>Concept 1</th>
<th>Concept 2</th>
<th>Reference</th>
<th>Concept 3</th>
<th>Concept 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orientation of modules</td>
<td>Vertical</td>
<td>Horizontal</td>
<td>horizontal</td>
<td>horizontal</td>
<td>horizontal</td>
</tr>
<tr>
<td>Module rows per table</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Installation angle</td>
<td>30°</td>
<td>30°</td>
<td>25°</td>
<td>20°</td>
<td>15°</td>
</tr>
<tr>
<td>Elevation (in m)</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>Row spacing (in m)</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>
In Figure 4 sketches of the configurations can be seen.

**Figure 4.** System concepts 1 to 4 and reference [own illustration; in German].

During the simulations of the individual concepts, it turns out that the space utilization increases with the size of the module tables and that, despite the lower elevation angle, a higher energy yield is possible with concepts 3 and 4. At the same time, however, the possible reverse side yield decreases by up to 4 % compared to concept 1.

Following the same procedure as mentioned above, where the investment costs and energy yields are used to calculate the specific costs, the end result shows that the specific costs of the first two variants are slightly more than for the comparison system. Variants 3 and 4, on the other hand, have lower specific costs. Of the four different concepts, variant 4, with an optimization of 0.84 % compared to the reference system, at least in theory, represents the most economical PV system.

In the investigations, the bi-facial modules turned out to be the more economical variant for elevated PV ground-mounted systems. The additional yield of the bi-facial modules is high enough in the simulations to compensate for the additional costs and to achieve a positive benefit. Since it was not possible to determine whether the simulation software can realistically calculate the additional yield from bi-facial modules, it is nevertheless advisable to carry out a precise yield report in order to achieve a final result.

**Conclusions**

The bi-facial modules have not yet fully achieved the market breakthrough, but due to the ever increasing demands on solar modules, the trend is likely to continue to rise until the bi-facial modules may have replaced the mono-facial modules for the most part on the market. Here, however, one can only assume speculation.

The increase in yield can be of great advantage, especially in regions such as in the African area, as the solar radiation is about twice as high as in the European area, whereby the profitability could probably be optimized again.

In addition to the pure increase in yield, the transparency and the longer shelf life due to the glass-glass construction speak for the use of bi-facial solar modules, as this opens up completely new applications for photovoltaics, in which conventional mono-facial modules could not be used efficiently. At the moment, the modules are mainly used as roof-integrated in greenhouses, in order to serve as both a power generator and a roof at the same time. The modules are also suitable for multi-purpose use for facades, balconies, noise barriers and carports. In addition, they can also be erected on flat roofs with the lightest possible foil as a substrate in order to increase the albedo value. In this case, the high reflection factor could achieve an additional energy yield on the back that clearly exceeds 5 %. For this reason, it is advantageous to examine the economic viability of bi-facial modules in other areas of application and to test them in practice.
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Abstract. Perovskite is certainly the material of the future of photovoltaics for terrestrial applications. With high efficiencies and advances in stability, perovskite solar cells, modules and mini-modules have already made their appearance in the laboratory and are being tested under real-world conditions to evaluate their real performance. In our study, we predict the performance of perovskite-based photovoltaic panel technology under the conditions of the Sub-Saharan African region by simulation. We started from the current-voltage characteristic of a real perovskite-based module to extract the cell parameters through MATLAB analysis software. These parameters were used to model a cell and then a module in the LTSpice XVII software for simulation. The impact of temperature is studied to evaluate the performance ratio (PR) of a clear day. This study allowed us to evaluate the PR of the perovskite solar module. Displaying PR reaching 90%, perovskite is a future candidate with high potential in the list of the most suitable technologies for our sub-region.
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Introduction

This study is situated in the context of forecasting photovoltaic production in real sub-Saharan conditions. The challenge is to evaluate the influence of climatic factors, in particular temperature, on the photovoltaic performance of a perovskite-based solar photovoltaic module. To ensure the effectiveness of this new technology of photovoltaic panels in the sub-region, it is important to estimate their production in real conditions compared to standard test conditions (STC; 25°C and AM1.5 G with 1000W/m²).

Considered as the "black gold" [1] for photovoltaic cells, the perovskite-based cell reached in 2020 an efficiency of 25.5% [2] in laboratory. The ease of its synthesis, its low production cost and its integration to various substrates make this technology one of the most accessible to a wide range of users. The crucial issue is its industrialization. Perovskite degrades at temperatures above 40°C and is soluble in water [1]. Several studies on these two aspects have been done and are being actively pursued: the introduction of 2-methylbenzimidazole (MBIm) by C. Longeaud between the electron transport layer (ETL) SnO₂ and the perovskite layer as a passivating layer has improved the stability of the cell [3], S. Sonmezoglu et S. Akin showed that the introduction of Triethyl Citrate (TEC) between the perovskite and PCBM forming the PCBM/TEC retained up to 84% of the cell performance after 1000 hours of exposure without encapsulation [4]. The improvement of the strontium titanate (SrTiO₃) electron transport layer by M. Neophytou et al. also shows this [5] etc. At present, perovskite-based modules/mini-modules are available in laboratories with yields, for a small module, of 17.9% (Panasonic) in 2020 [2] [6]. The same company having reached in May 2019 an efficiency of 16.1% with a module of 55 cells [7]. All these very encouraging results show the progress made in terms of stability and efficiency. This technology is
eagerly awaited to prove itself in real-life conditions and will soon appear on the world market. In view of all this, it seems obvious to foresee the efficiency of the perovskite solar cell technology in real conditions in the Sub-Saharan African zone.

We study the impact of temperature on the performance and the performance ratio of the perovskite solar cell in the climatic conditions of Sub-Saharan Africa. The results are presented and discussed in this paper.

**Methodology**

Figure 1 presents the flow chart of the method adopted to conduct our study.

![Flow Chart](image)

**Figure 1.** Organization chart of the study

From the current-voltage characteristic of the manufacturer Panasonic (Table 1.) [7], we extracted the data of the one-diode model with five parameters $I_{ph}$, $I_0$, $R_s$, and $R_{sh}$, respectively the photo-generated current, saturation current, ideality factor, series resistance and the parallel resistance to carry out our study. The hybrid Levenberg-Marquardt-analytical algorithm proposed by Kata et al. [8] is used to extract these parameters. This algorithm combines the analytical [9] and empirical method to calculate the initial values needed by the Levenberg-Marquardt algorithm making it not only fast and robust but also accurate as shown in [8].
Table 1. Manufacturing characteristics of the module

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open circuit voltage of the module (Voc)</td>
<td>57.3 V</td>
</tr>
<tr>
<td>Short circuit current (Isc)</td>
<td>321 mA</td>
</tr>
<tr>
<td>Module efficiency ((\eta))</td>
<td>16.1 ± 0.5 %</td>
</tr>
<tr>
<td>Fill factor (FF)</td>
<td>70.3 %</td>
</tr>
<tr>
<td>Module area (S)</td>
<td>802 cm(^2)</td>
</tr>
</tbody>
</table>

At the end of the extraction the algorithm plots the I-V characteristic corresponding to the extracted data and compares it with the initial I-V characteristic. The algorithm resumes the extraction if there is no conformity of the new I-V characteristic with the initial one. In case of conformity, the data are collected to go to the next step.

This new step consists in modeling a photovoltaic cell in the LTSpice software. The algorithm at the beginning is adapted to the electrical model of the cell with one diode (figure 2.), it is thus this model which will be made in LTSpice, model which we call the "LTSpice cell". This model is shown in Figure 3. Using this model, the current delivered by the cell to a load is given by the equation (1).

\[
I = I_{ph} - I_0 \left[ \exp \left( \frac{q (V_{Cell} + I_{Cell} R_s)}{n k_B T} \right) - 1 \right] - \left( \frac{V_{Cell} + I_{Cell} R_s}{R_{sh}} \right) \tag{1}
\]

Where \(I_{ph}\) is the photo-generated current, \(I_0\) the saturation current, \(n\) the ideality factor, \(T\) the temperature of the cell, \(q\) the elementary charge (1,602 *10\(^{-19}\)C), \(V_{Cell}\) the voltage at the terminals of the cell and \(k_B\) the Boltzmann constant (1,38*10\(^{-23}\) J/°K).

Figure 2. Electrical model equivalent to a diode of a solar cell

\[
I = I_{ph} - I_0 \left[ \exp \left( \frac{q (V_{Cell} + I_{Cell} R_s)}{n k_B T} \right) - 1 \right] - \left( \frac{V_{Cell} + I_{Cell} R_s}{R_{sh}} \right) \tag{1}
\]

Figure 3. Behavioral model of a photovoltaic cell under LTSpice.

As the maximum power and the arrangement mode were not given, we obtained them (Table 2) by using the relation (2) for the maximum power and the relation (3) for the cell arrangement mode.

\[
\eta_{STC} = \frac{P_m}{S_{Module} \cdot G_{STC}} \tag{2}
\]
\[
\begin{aligned}
I_{ph} &= N_p \times I_{scCell} \\
V_{oc} &= N_s \times V_{ocCell}
\end{aligned}
\]  

(3)

Table 2. Module details

<table>
<thead>
<tr>
<th>Maximum power (Pm)</th>
<th>12.9 W</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arrangement of the cells</td>
<td>Serial</td>
</tr>
</tbody>
</table>

The LTSpice cells are then connected in series to form an LTSpice module. It is in this module that we introduce the temperature and irradiance measurements. The measurements are made during a clear day with a measurement time step of 5 minutes on which we assume that the measured value is a constant.

Results and discussion

The real performance ($\eta_{\text{real}}$) of the LTSpice module is determined for each measurement of the day using equation (4). Like the yield, the performance ratio allows the comparison of performances between different technologies and also within the same technology with respect to the conditions in which they are installed. It is defined as the ratio between the real performance under real conditions and the performance under STC conditions ($\eta_{\text{STC}}$) in equation (5).

\[
\eta_{\text{réel}} = \frac{P_{m\text{réel}}}{S \times G_{\text{réel}}}
\]

(4)

\[
\text{PR} = \frac{\eta_{\text{réel}}}{\eta_{\text{STC}}}
\]

(5)

Figure 4 shows the evolution of the performance ratio, temperature and irradiance as a function of time of day.

![Graph showing temperature, irradiation, and performance ratio over time](image)

Figure 4. Evolution of the performance ratio during the day under clear sky
We can notice through the graph of figure 4 a performance ratio exceeding 70% between 10 am and 3 pm, period on which often appear high irradiation and high temperatures of the day. The highest PR is obtained at the highest temperature point of the day with of course an irradiation close to the maximum of the day. This means that the perovskite-based solar cell shows only a small decrease in efficiency with high temperature and thus agrees with the finding of Tress et al. in [10]. These results seem obvious when we know that perovskite is not very sensitive to temperatures above ambient [11].

![Figure 5. I-V curve showing the effect of temperature](image)

![Figure 6. P-V curve showing the effect of temperature](image)

We show here the effect of temperature on the voltage and also on the power. By fixing the irradiation we see that it is the voltage that is responsible for the decrease in performance when the temperature increases in the cell. The current remaining constant and a decreasing voltage leads to a decrease of the power according to equation (6).

$$P_m = V_m \times I_m$$

(6)
As shown by J. A. Schwenzer et al., the voltage decreases with temperature. This is justified by a negative temperature coefficient of the voltage. [12] [13]

**Conclusion**

In this paper we have evaluated the performance of a perovskite based photovoltaic module in the climatic conditions of Sub-Saharan Africa by simulation. We used the Levenberg-Marquardt-analytical hybrid extraction method proposed by Kata et al. to retrieve the data that allowed us to model a LTSpice PV module. Thus, we have collected the performances that we compare with those of the STC conditions. These results are inferior to those of STC conditions but remain encouraging for a young and very promising technology. With low temperature coefficients, perovskite is a potential future candidate of the most suitable technologies for our sub-region
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Abstract. This paper presents a small review on the technological advances made on the perovskite-based solar cell. Through this summary of the results of the research on perovskite, the reader will have an overview of the perovskite material, the different structures of a perovskite solar cell, and the opto-electrical properties of such cell as well as the electrical models used in its simulation. Finally, the paper presents in a very brief way the challenges that this technology will have to overcome before finding its place in the photovoltaic market.
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Introduction

Among the photovoltaic cell technologies, perovskite solar cell technology has become probably the hottest topic in photovoltaics as can be seen in the number of publications and conference topics on the subject. In 2009, Miyasaka et al. developed a perovskite-based cell with an efficiency of 2.2%. But, by replacing Boron with Iodine, the efficiency improved to 3.8%. Ten years later, the confirmed efficiency of the single junction cell of a perovskite-based cell was 21%. In 2020, a perovskite-based solar cell with a conversion efficiency of 25.5% was achieved by Jeong M. and all. Several models of perovskite-based solar cell structure, elaboration and optimization method and simulation models have been proposed in the published studies. In spite of the visible advances in terms of structure stability and conversion performance, much research effort remains to be done to ensure the thermal stability of this cell which will guarantee its commercial success. The objective of this paper is to highlight these advances and to review the manufacturing and simulation models of the perovskite cell in order to bring together the similarities in the methods and structure that will ensure its thermal stability.

Structure of the perovskite solar cell

Perovskite mineral is used as a photovoltaic solar cell absorber. It can be elaborated from a variety of materials and different synthesis methods. Perovskite was discovered in 1839 in the Ural Mountains in Russia and named after the Russian mineralogist L.A.Perovskite [1]. The chemical formula of this mineral is CaTiO3 (calcium titanium oxide). Compounds that have a similar structure to CaTiO3 (ABX3) are called perovskites. In general, in the ABX3 structure of perovskite, A is a large monovalent cation that occupies the cubooxctahedral sites in a cubic space. B is a small divalent metal cation that occupies the octahedral sites and X is an anion (typically a halogen, however, X can be oxygen, carbon or nitrogen). The
The structure of perovskite and its stability is quantified by two crucial parameters: the tolerance factor \( t \) given by equation 1 and the octahedral factor \( \mu \).

\[
t = \frac{(R_A + R_X)}{\sqrt{2(R_B + R_X)}}
\]  

This factor is a ratio of the ionic radius of the divalent cations \( R_A, R_B \) and the radius of the anion \( R_X \). These two parameters are generally between 0.81 and 1.11 for \( t \) and then 0.44 and 0.90 for \( \mu \) [1]. The perovskite-based solar cell has a variety of architecture. As in other photovoltaic cell technologies, the perovskite cell has an electron transport layer (ETL) and a hole transport layer (HTL) in addition to the perovskite absorber layer. Thus, the configuration of the cell is very crucial to expect a high-performance perovskite cell. From the literature, two configurations stand out for perovskite based cells: the planar configuration and the mesoporous configuration. Each configuration can be elaborated according to the conventional structure (N-i-P) or the inverse structure (P-i-N). The following figures illustrates its two configurations.

Figure 1. The perovskite-based solar cell configuration: a) the planar configuration and b) the mesoporous configuration.

The evolution of this technology is meteoric with a yield that has evolved from 3.3% in 2009 to 25% in 2020 (figure 2).

Figure 2. The best annual yield of solar cells based on perovskite.
This performance is partly due to the understanding in the structure of the layers of this cell, the treatment reserved to their interface and the interest that this technology arouses in research. The following table summarizes the different structures of the perovskite-based cell studied in the literature. It is necessary to recall that the choice of a structure aims at the improvement and the stability of the existing cell.

**Table 1.** The different structures of the perovskite-based cell studied in the literature.

<table>
<thead>
<tr>
<th>Structures</th>
<th>PCE</th>
<th>Stability time</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>FTO / TiO₂ / Cl / MAPbI₃ / Spiro-OMeTAD / Au</td>
<td>21%</td>
<td>2000 h</td>
<td>[3]</td>
</tr>
<tr>
<td>FTO / Doped C₆₀ / mixed perovskite / Spiro-OMeTAD / Au</td>
<td>17%</td>
<td>650 h</td>
<td>[4]</td>
</tr>
<tr>
<td>Glass / ITO / PEDOT:PSS / MAPbI₃ / PCBM / EFGnP-F / Al</td>
<td>14.3%</td>
<td>30 days</td>
<td>[5]</td>
</tr>
<tr>
<td>FTO / LBSO / MAPbI₃ / PTAA / Au</td>
<td>21.2%</td>
<td>120 h</td>
<td>[6]</td>
</tr>
<tr>
<td>FTO / TiO₂ / MAPbI₃ / PTAA / Au</td>
<td>19.6%</td>
<td>120 h</td>
<td></td>
</tr>
<tr>
<td>FTO / LBSO / MAPbI₃ / NiO / Au</td>
<td>-</td>
<td>100 h</td>
<td></td>
</tr>
<tr>
<td>Glass / FTO / c-TiO₂ / mp-TiO₂ / mixed perovskite / Spiro-OMeTAD-SWCNT</td>
<td>15%</td>
<td>580 h</td>
<td></td>
</tr>
<tr>
<td>FTO / c-TiO₂ / m-TiO₂ / perovskite / Spiro-OMeTAD / Au</td>
<td>14.6%</td>
<td>300 h</td>
<td>[7]</td>
</tr>
<tr>
<td>FTO / c-TiO₂ / m-TiO₂ / perovskite / ZrO₂ / Carbon</td>
<td>11.9%</td>
<td>12000 h</td>
<td>[8]</td>
</tr>
<tr>
<td>FTO / c-TiO₂ / m-TiO₂ / Cs₂M / HTL / Au</td>
<td>21.2%</td>
<td>250 h</td>
<td>[8]</td>
</tr>
<tr>
<td>FTO / c-TiO₂ / m-TiO₂ / Cs₂M / HTL / Au</td>
<td>-</td>
<td>250 h</td>
<td></td>
</tr>
<tr>
<td>ITO / cp-TiO₂ / ms-TiO₂ / perovskite / PTAA / Au</td>
<td>20.6%</td>
<td>160 h</td>
<td>[9]</td>
</tr>
<tr>
<td>ITO / cp-TiO₂ / ms-TiO₂ / perovskite / Spiro-mF / Au</td>
<td>24.8%</td>
<td>500 h</td>
<td>[10]</td>
</tr>
<tr>
<td>ITO / cp-TiO₂ / ms-TiO₂ / perovskite / Spiro-oF / Au</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>FTO / PEDOT:PSS / MAPb(I₁₋ₓClₓ) / PCBM / Al</td>
<td>17.7%</td>
<td>-</td>
<td>[12]</td>
</tr>
<tr>
<td>ITO / PEIE / TiO₂ / perovskite / Spiro-OMeTAD / Au</td>
<td>19.3%</td>
<td>-</td>
<td>[13]</td>
</tr>
<tr>
<td>FTO / bl-TiO₂ / mp-TiO₂ / FAPbI₃ / PTAA / Au</td>
<td>20.2%</td>
<td>-</td>
<td>[14]</td>
</tr>
</tbody>
</table>

If these different structures of the perovskite cell are inexpensive to develop, it should be noted that the structural, electrical and optical properties of the perovskite cell degrade when exposed to the ambient air. This degradation, which is one of the major challenges to overcome if the technology is to appear on the photovoltaic market, is simply due to the reaction of the perovskite layer with the oxygen in the air and with water vapor.

**Electrical and optical properties of the perovskite solar cell**

The optical band gap of the halide-based perovskite materials used is about 1.6 eV. The absorption of these materials covers only a fraction of the ultraviolet and visible light; 45% to 50% of the entire solar spectrum [15] [16].

However, the absorption range of single crystal perovskite is red-shifted [17]. The absorption in single crystal perovskite starts from 850 nm while it starts at 780 nm for polycrystalline thin films [18].

This absorption shift in the single crystal is due to the enhanced use of below-bandgap absorption attributed mainly to the indirect-bandgap absorption transition with a bandgap of 60 meV smaller than the direct bandgap. The absorption coefficient of the below bandgap is small compared to that of the above-gap transition making the below bandgap absorption negligible in polycrystalline thin films but obvious in thick single crystals [19].

Z. Cheu showed that the absorption coefficient of single crystal perovskite is an order of magnitude higher than those of conventional ruthenium dyes. Liu et al., have shown that perovskite material is an excellent absorber in the visible spectrum, but very transparent in the near infrared spectrum [19].
Blessing E. et al [20], observed similar results to those demonstrated by Aharon et al [21], concerning the improvement of the absorption of the perovskite cell and the decrease of the optical conductivity when the volumetric ratio of methylammonium lead bromine introduced in a fixed volume of MAPbI3 increases. The knowledge of the different optical properties and absorption limits and the search for methods to extend the absorption range will contribute to the improvement of the performance of the perovskite technology. This quest for performance improvement also involves simulation studies using electrical models of the solar cell.

**Electrical model of the perovskite cell**

The current-voltage characteristic of a cell does not provide reasonable insight into the actual mechanisms of charge transport, recombination and storage. As such, an evaluation of the response of a solar cell to a small perturbation of various real inputs such as voltage or light in the frequency domain of the cell remains an essential method. These mechanisms are summarized in the form of an equivalent circuit that describes the actual physical processes in terms of the passive electrical element and the voltage and current sources. The perovskite cell has been treated theoretically as an ordinary direct band gap semiconductor [22]. Therefore, it is considered as a simple p-i-n diode governed by the equivalent circuit equations of the said diode. Many authors have used the one-diode (figure 3a) and two-diode models for the equivalent circuit of the perovskite-based solar cell [23] [24]. In addition to these commonly encountered models, other models often used for organic cells have been used to model perovskite solar cell.

Huang et al. have developed for a perovskite-based solar cell, an equivalent circuit model very close to the one developed by Mazhai for organic cells. The model is shown in Figure 3b.

Ebadi et al, proposed an equivalent circuit model for the perovskite cell including electrical components and ionic components [25] (figure 3c).

![Figure 3](image-url)
Future challenges in perovskite solar cell

The commercialization of the perovskite-based solar cell remains closely linked to the improvement and stability of its performance. If its efficiency reached 25% in 2020, the future challenge of the cell remains its stability.

J. Zhang et al., have shown that the Spiro-OMeTAD hole transport layer used in the elaboration of the perovskite cell contributes to its poor stability when exposed to ambient air [27].

Much effort has been made to develop hole transport layer to replace the Spiro-OMeTAD layer [28] [29] [30]. This layer could be replaced by a Cu: NiOx layer. However, Damian et al., have shown in their study that using Cu: NiOx as the hole transport layer results in a huge drop in open circuit voltage and short circuit current. On the other hand, by using Cu: NiOx/PTAA, the quality of the cell improves as well as its efficiency [31]. In 2020, Mingyu J. et al., replaced the Spiro-OMeTAD hole transport layer with two fluorinated isomers. This process resulted in a perovskite-based cell with 24.8% efficiency stable at 87% of its efficiency after 500 hours under humidity conditions without encapsulated [10]. Based on this observation, Yanjie Wu sought to improve the stability of the perovskite-based cell and the mobility of the holes by replacing this layer with a MoO3 layer. In addition, they sought to improve the performance of the cell through the extension of the absorption range to the infrared. For this purpose, a PBDB-TF:BTP-4Cl bulk-heterojunction layer was integrated into the cell [32].

In 2018, Constantina E. et al., developed a perovskite cell with ambition to improve its performance and stability. Thus, by varying the cations (A= Cs, FA, MA) and halogen (X= I, Br, Cl) in the perovskite APbX3, the authors noted not only an improvement in efficiency to 17%, but also a high stability of the cell, low presence of impurity, and low hysteresis when Cesium is used as a cation [33].

The other challenge in perovskite-based cell research is the substitution of Pb in perovskite with a non-toxic metal. The metals of group 14 of the Mendeleyev table are possible candidates, but their major problem is their chemical instability in the required oxidation state [34]. Considering the enthusiasm that researchers have for this technology, it is certain that in a few years to come, these barriers will be lifted.

Conclusion

There is no doubt about the performance that perovskite cell can achieve, which rivals crystalline silicon with 25.5% efficiency in 2020. The major future challenge facing research on perovskite before its commercialization is the stability of its current structure in outdoor conditions, as it reacts with oxygen in the air and water vapor.
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Abstract. The energy efficiency for wireless communication technology standard is very important for the current and the future generation ones. Noting that the energy consumption in communication systems is constantly increasing due to the exponential number of subscribers and high data services demand. In this regard, it becomes necessary to quantify this energy consumption with respect to the communication technology standard at the site. This article presents an evaluation of the factual quantifications methods for the energy consumption of transmission nodes in cellular communications systems. The data collection was obtained on three types of communication technology standards namely second generation (2G), 3G, 4G and their combination using the direct and indirect (the utility records) methods power measurement on the field installation of a mobile telephone operator in Togo. These data have undergone a preprocessing in the Microsoft Excel software (version 2019), then sent in the Matlab software (Matlab R2020b) for further analysis. The results showed that the energy consumption observed at the site is around 124 kWh, 254 kWh and 362 kWh on monthly average respectively for 2G, 2G/3G, and 2G/3G/4G typology used. It further indicated that when more communication standards are used on a given site, its power consumption is much more increasing. The power profile distribution has been investigated, and the analysis revealed that the normal distribution closely fitted the data. However, more parameters related to the number of utilised channels and climatic conditions need to be considered in future research works.
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Introduction

Please notice The cellular networks rely on the efficient use of the spectrum therefore the service area may be divided into smaller cells, ideally with no gaps or overlaps. Each cell is served by its own base station and a set of frequencies. The goal behind this concept was to increase capacity so the network can provide service to a large number of subscribers while maintaining optimal system performance. The Groupe Spéciale Mobile acronym GSM was first used in 1982 by the European Standardization organization, the task group (GSM) was mandated to define a new standard of mobile communication in the band of 900MHz. This name was changed to Global System for Mobile Communication (GSM) in 1989 and has since remained GSM’s name. The air interface of GSM is a combination of Time Division
Multiple Access and Frequency Division Multiple Access [1]. GSM is known as second-generation network. GSM technology has some limitations in high data application and bandwidth efficiency. This is explained by the introduction of the Code Division Multiple Access (CDMA). The CDMA is an alternative to GSM, because of the delivery of high-speed data packets such as multimedia, video, call conference etc., as required for the Third Generation (3G) networks. The greatest advantage of CDMA compared to other wireless cellular systems was the potentially enhanced voice capacity and its ability to work effectively in noisy environments.

The name of the access network is related to the generation of the cellular system, subsequently Network Sub-System (NSS) for 2G, Universal Terrestrial Access Network (UTRAN) for 3G. A 4G evolved-UTRAN (eUTRAN) has a simplified architecture (compared to a 3G-UTRAN), which integrates the eNode B base stations’ control functions that were previously implemented in base station controllers called RNC (Radio Network Controller of 3G) and Base Station Controllers (BSC) of RAN (Radio Access Network) networks. The main improvements of LTE-Advanced (LTE-A) residing in the 4G mobile network standard [2] are:

- carrier aggregation: consists of serving a user on several carriers at the same time, this allows to obtain a bandwidth of about 100 MHz (aggregation of five carriers of 20 MHz bandwidth) while one can achieve a 1 Gbits/s downstream speed;
- support for a heterogeneous network: this is an important advantage of LTE-A, which consists in deploying low-power stations (pico, femto, relay) in macro cells; this improves the quality of service (speed in particular) in areas with high population density or poorly covered;
- multiple antenna use: LTE-A and future mobile communications networks use a transmission mode that supports downlink MIMO configuration.

It will be recalled that the traditional macrocell base stations do consume some significant amount of energy at the network access due to the power amplifier low efficiency. The evolution to subsequent technology aims at reducing this energy consumption by introducing natural cooling. In regard to the sustainable technological development and free emission of dioxide of carbon policy, the renewable energy to supply the transmission nodes are gained much interest in the scientific community [3]. Thus, in practical network, different typologies are used at a cell site depending on the geographical area. It becomes necessary therefore to quantify the energy consumption by these typologies with respect to the communication technology standards that are used at the site. This article presents an evaluation of the factual quantifications methods for the energy consumption of transmission nodes in cellular communications systems.

The rest of this paper is structured as follows, the section 2 presents the theory behind the power modelling of a cluster-group of transmitters. In section 3, the methodology of the data collection is given and the results are in section 4. The last section is the conclusion.

The Model

The linear model of power consumption $P_{lk}$, at a transmission node [3] is given as follows:

$$P_{lk} = \frac{1}{\eta} P_{t,i} + \alpha P_c + P_0$$

\(\eta\) is the efficiency of power amplifier, \(P_t\), the transmit power of the node, \(\alpha\) the number of antennas at the node, the circuit power \(P_c\), and \(P_0\) is the non-transmission power consumption including \(P_{bbp}\) baseband signal processing, \(P_{conv}\), AC-DC converter, \(P_{cool}\), cooling; \(P_{LB}\), the lighting system; \(E_{bb}\), battery backup (uncharged), etc...

The non-transmission power, \(P_0\), is given by
\[ P_0 = P_{DP} + P_{Conv} + \sum_{i=1}^{m} P_{Cooli} + \sum_{j=1}^{n} P_{LBj} + E_{bb} + P_{link} \]  

(2)

Thus for a cluster group of base station the total power consumption, \( P_{To} \) of the system is given as:

\[ P_{To} = \sum_{k=1}^{K} n_k \cdot P_k + P_{Bach} \]  

(3)

where \( K \) is the number of base station types used in the network, \( n_k \) is the total number of base stations of a specific type \( k \)-th (e.g., Macro base stations), \( P_k \) is the power consumption of a base station of type \( k \), and \( P_{Bach} \) is the backhaul power loss [4].

### Methodology

This section presents the data collection, sampling and processing steps

#### Data Collection

The power measurements were conducted on Moov-Africa cellular network’s installation in Togo. The power level against the top-level KPIs obtained by a Nokia Siemens Network Statistics tool.

#### Sample size and data processing

The data sampling size has consisted in the averaging of the raw data over a monthly basis. That implied that, the arithmetic average values were considered.

The measured power data’s collection spans over a 9 month, and has considered the following observation time intervals:

- **hour**: the hourly statistics gives a detailed picture of the network performance and are useful to help spot temporary problems and identify trends.

- **peak or busy hour**: Peak hour statistics are of great significance because they correspond to the time of heavy utilization of network resources. In a way, they provide the “worst-case” scenario.

- **day**: daily statistics are introduced to provide a way of averaging temporary fluctuations of hourly data.

The data were processed into excel spreadsheet, and saved as a cascaded sheet .CSV file before been processed into the Matlab software (Matlab R2020b) where the distribution fitting tool (dftool) was used for further analysis to help in quantifying the power profile distribution observed.

### Results and discussion

In this section the results are presented and discussed.

In Figure 1, it shows that the power consumption based on the typologies of technology used on given a site may subsequently vary. It may however be stated when the three typologies are been deployed the consumption could be high. This high value may strongly depend on the geographical area by then on the subscribers’ density.
It is also observed in the particular case of the site 9 that the power consumption of 2G, the GSM technology, is equally high as compared to other two typologies. This could prompt a reserved decision of the telecom operators for the necessary need to go toward the advanced technology standard.

![Typology Power Consumption](image)

**Figure 1**: Power Consumption of different typology

Instead the results observed (see Figure 1) on the site 1 and 5 may be quantified to be important due to the fact that the high power consumption is observed from the three typologies which in turn, the telecom operators may not patronize.

Further analysis of the results in Figure 1, may indicate that the power consumption of the mixed typology is definitely high, however if the cost of site acquisition for each standalone typology is considered, it may be argued that the mixed typology should be commendable for the telecom operators.
In Figure 2, it has been illustrated the power profile distribution’s characteristic of the various typologies considered. The analysis indicated that the power profile could be described by the normal distribution. Thus, the normal distribution could be used to quantify the power consumption of the respective transmission nodes that were considered in the study with a monthly mean value 124 kWh, 254 kWh and 362 kWh respectively for 2G, 2G/3G, and 2G/3G/4G.

Conclusion

The energy efficiency for wireless communication systems is very important for the current and the future generation ones. It should be stated that the energy consumption in communication systems is constantly increasing due to the exponential number of subscribers and high data services demand.

This article presents an evaluation of the factual quantifications methods for the energy consumption of transmission nodes in cellular communications systems. The data were collected on Moov-Africa installation in Togo. These data have undergone a preprocessing in the Microsoft Excel software, then sent in the Matlab software for further analysis. The results showed that the energy consumption observed at the site is around 124 kWh, 254 kwh and 362 kWh on monthly average respectively for 2G, 2G/3G, and 2G/3G/4G typology used. It further indicated that when more communication standards are used on a given site, its power consumption is much more increasing. The power profile distribution has been investigated, and the analysis revealed that the normal distribution closely fitted the data. However, more parameters related to the number of utilised channels and climatic conditions need to be considered in future research works.
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Abstract. A joint project between West African Science Service Center on Climate Change and Adapted Land Use (WASCAL), the University of Lomé and the German Biomass Research Center (Deutsches Biomasseforschungszentrum; DBFZ) was initiated in 2020. The project aims at evaluating alternative and regenerative energy sources for rural areas and creating the basis for successful implementation. In three different work packages, therefore, biomass potentials should be quantified, technologies should be examined with regard to their suitability and - in the case of biogas application - a research structure, pilot biogas laboratory, should be created that is necessary to enable the sustainable implementation of technologies.
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Introduction

Togo is one of the West African countries that is establishing research activities for sustainable development in the context of the German-African research cooperation West African Science Service Center on Climate Change and Adapted Land Use (WASCAL). The development of research infrastructure and transfer of knowledge for the bioenergetic use of agricultural, forestry and organic residues are essential in order to implement measures against climate change and to significantly reduce deforestation or, at best, to stop it.

In 2020, the Federal Ministry of Education and Research (BMBF) initiated a joint project between WASCAL, the University of Lomé and the DBFZ. The project aims at evaluating alternative and regenerative energy sources for rural areas and creating the basis for successful implementation.
In a first step, therefore, biomass potentials should be quantified, technologies should be examined with regard to their suitability and - in the case of biogas application - a research structure should be created that is necessary to enable the sustainable implementation of technologies. Accordingly, the project focuses on three subject areas and sets the following objectives:

- Analysis of the potential system contribution of biogenic resources
- Construction and commissioning of a biogas laboratory as well as corresponding training courses
- Studies on alternative methods for cooking stoves

A kick-off meeting was held in July 2020 as a virtual web meeting due to the COVID-19 pandemic. Since then, all partners involved have worked together on the implementation of the project goals. Despite the ongoing complex situation, which for example severely restricts travel opportunities, progress has been made in all work three work packages. The project structure is shown in Figure 1.

Figure 1: Structure of the project (green arrows: funding, blue arrows: information and product flow)

Work package 1: Analysis of the potential system contribution of biogenic resources

The system contribution of biomass depends largely on the availability and mobilization potential of existing resources. Therefore, work package 1 aims at a comprehensive systematic assessment of the expected impacts that the technologies considered in the project would achieve if they were established on a broad scale in Togo. To achieve this, three main activities have been defined: Acquisition of spatial information on biomass availability, assessment of suitable technologies and estimation of potential GHG emission savings.
Acquisition of Spatial Information for the Identification of Preference Regions

In a first step, freely available MODIS MOD12Q1 satellite datasets captured between 2001 and 2019 were acquired and analyzed in order to identify land-cover/land-use changes in Togo. We used Change Detection analyses to quantify the extent of relevant changes as well as to locate areas exposed to significant expansion of agricultural fields, urbanization or the loss and degradation of natural vegetation. Due to the high level of thematic detail in MODIS MOD12Q1 datasets, changes between 17 individual land-cover types can be identified on a yearly basis.

In addition to that, open geospatial data products derived from Global Forest Watch (GFW) as well as the International Food Policy Research Institute’s (IFPRI) global database on 42 spatially-disaggregated crop production statistics are used to determine locations exposed to significant tree cover losses and intense utilization of farm land. Agricultural production values extracted from IFPRI’s Spatial Production Allocation Model (SPAM) support the quantification and identification of areas with high biogenic residues. Furthermore, information about temporal changes and trends in agricultural production can be extracted and evaluated.

Additionally, the biomass potential, particularly that of agricultural by-products and organic wastes generated by markets and the food industry, will be mapped and evaluated in terms of quantity and spatial availability. To this end, the Togolese partners conducted extensive field work following a methodological procedure joint prepared with DBFZ to establish a sound database on point sources of large production sites. The objective of the current activity is to update data collected during the feasibility studies on the biomass potential in different regions of Togo. Data to be collected with high accuracy include local primary data (primary data on biogenic residues from agriculture, food processing and municipal waste) and the characterization of household wastes for the construction of biogas plants and pyrolysis.

Table 1 below summarizes the type of wastes to be collected in each region and their priority and Table 2 the farm/livestock/industries scales to be considered regarding each category of waste. The data are collected per point source with their coordinates and the amounts of wastes, byproducts, etc. were estimated based on conversion factors.

**Table 1** Types of prioritized wastes in each region

<table>
<thead>
<tr>
<th>Region</th>
<th>Types of wastes</th>
<th>Priority</th>
</tr>
</thead>
<tbody>
<tr>
<td>Savanes</td>
<td>• Animal husbandry wastes/animal market</td>
<td>Priority 1</td>
</tr>
<tr>
<td></td>
<td>• Slaughterhouses wastes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Rice bales/cooperatives/industries</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Rice straws</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Market</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• others</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Human sludge</td>
<td>Priority 2</td>
</tr>
<tr>
<td>Kara</td>
<td>• Animal husbandry wastes/animal market</td>
<td>Priority 1</td>
</tr>
<tr>
<td></td>
<td>• Rice bales/cooperatives/industries</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Rice straws</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Industries (brewery)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Slaughterhouses wastes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Market (Ketao)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• others</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Human sludge</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Household waste characterization</td>
<td>Priority 2</td>
</tr>
</tbody>
</table>
### Table 2: Minimum size of the farm/livestock and other type of data scales

<table>
<thead>
<tr>
<th>Types of wastes</th>
<th>Scale</th>
<th>Surveys' procedures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Animal Farms/market</td>
<td>A minimum of: 1000 heads of poultry or 50 heads of cows or 200 heads of cattle/goats</td>
<td>- identify the farms through regional authorities or ongoing projects &lt;br&gt;- number of farms to survey/markets &lt;br&gt;- type of use of the waste</td>
</tr>
<tr>
<td>Industries (rice, fruits/juice, cashew fruit, cotton, oil, cereals)</td>
<td>All producing food-processing industries producing organic wastes</td>
<td>- identify the farms &lt;br&gt;- quantitative evaluation of wastes and current uses</td>
</tr>
<tr>
<td>Rice straws (rice farms)</td>
<td>&gt;30 ha in one set</td>
<td>- identification &lt;br&gt;- quantification of the residues &lt;br&gt;- type of use of the waste</td>
</tr>
</tbody>
</table>
All gathered information will contribute to the identification of priority areas for preferential regions for the construction of biogas plants and regions for the mobilization of biomass for pyrolysis. A GIS-based hot spot analysis based on the point sources obtained in the field will further provide important spatial information to narrow down potential locations for sustainable biomass conversion and therewith an effective production of biogas and for pyrolysis. Advanced site assessments will analyze the respective catchment area, availability of agricultural residues and biomass by-products as well as infrastructural parameter (i.e. electification, transport distances). Based on this information, biomass supply curves will be calculated for the identified sites, representing the relationship between biomass availability and transport distances. The biomass supply curves enable assumptions on which plant size classes would be suitable for the identified sites.

**Assessment of Suitable Conversion Technologies**

In a second step, different technologies including pyrolysis will be assessed. The aim is to provide general assumptions on the specific biomass substrates regarding their specific utility for the biogas process and for the pyrolysis cooker and to point out the necessary technical preconditions (e.g. substrate preparation). In this context, a broad regionalization for different technological concepts aligned to specific local needs (e.g. electricity supply, heat generation, cooking gas) will be carried out, so that appropriate technical solutions can be presented to the respective local stakeholders. Cost calculations for the establishment of the identified technological concepts and investments for indispensable required infrastructure are then developed in dependence of the site conditions. The derivation of specific production costs will enable an evaluation of the different technological solutions and a statement of their cost-effectiveness for each site and their competitiveness taking into account local market conditions. Subsequently, an economic technology impact assessment is needed to be aware of possible negative side effects.

**Estimation of the GHG Emission Savings Potential**

In a third step, local a national emission reduction effects are estimated for the identified material flows. Thereon, saving effects are determined that result from the substitution of the energy sources used to date in the different sectors (e.g. energy production, energy for cooking, etc.). The quantification of these saving effects in combination with the estimated amounts of available biogenic resources then allow for assumptions to be made about the potentially achievable energy savings at the national level and about the possible benefits of using biogenic resources in the various sectors of use. Finally, a calculation tool will be developed that will enable the evaluation of the energy savings and the relevance of substituting energy sources in the various sectors of use.

**Work package 2: Construction and commissioning of a biogas laboratory and capacity building**

The establishment of a ready-to-use biogas laboratory at the Université de Lomé is a central component of the project. The laboratory will serve to implement the results of work package 1 and to accompany and support the development of an own biogas sector in Togo through applied research. In addition, it will be used for the training of students at the University of Lomé and other stakeholders in West Africa.
The basic concept and the details of the equipment were designed in close cooperation with the University of Lomé. In order to save costs, the laboratory building is designed as a container construction. The individual containers will be largely pre-assembled in Germany and connected to form a complete building at the final location. The building will consist of six 20-foot laboratory containers as well as a refrigerated container that will serve as a cold storage room for samples. Each container contains a special laboratory area such as sample preparation, analysis room or biogas test reactors. The equipment will represent the current state of the art and includes:

- a biogas test laboratory with continuously stirred tank reactors (CSTR) and batch test reactors.
- a gas chromatography laboratory for measuring organic acids and alcohols in the biogas process
- a laboratory for the determination of total organic Nitrogen (crude protein, XP), cellulose, hemicellulose and lignin (crude fibre, XF) and lipids (crude fat, XL)
- a laboratory for general analyses with drying technology, centrifuge and weighing technology
- a special area for sample preparation such as sorting and grinding

Examples of the respective equipment at the DBFZ are shown in Figure 2 to Figure 5. The container lab will be equipped accordingly.

The entire container building will be equipped with a central exhaust air system and de-ionised water will be provided by a central treatment plant at several tap points.
The biogas laboratory will contain essentially the same equipment as the biogas laboratory at the DBFZ site in Leipzig. Before the end of this year, a group of scientists and technicians from the University of Lomé will travel to Leipzig and receive comprehensive training and hands-on training at the biogas laboratory of the DBFZ. The aim of this training is not only to provide the colleagues from Togo with analytical training, but also to teach them basic maintenance and repair skills. The second part of the training will then take place in the completed laboratory building in Lomé. DBFZ scientists and technicians will then start up the laboratory together with their Togolese colleagues and support them in establishing the respective methods.

The planning of the container construction has been completed, all details of the furnishing and equipment have been specified. The layout of the entire container building is shown in Figure 6. The dimensions and dates for the preparation of the foundation and the necessary connections (electrical, water, sewage) have been determined.
Figure 6: floor plan of the lab container building

1: lab for XF, XP, XF
2: sample preparation and milling area
3: lab with drying ovens, muffle furnace and general working area
4: Biogas lab with CSTR and Batch-Test-Systems
5: analytic lab with GC-FID
6: store for chemicals, gas cylinders, samples / water purification unit
7: cold store (refrigerated container)
8: central energy hub

Work package 3: Studies on alternative methods for cooking stoves

Most of the people in Togo are currently still cooking with traditional open fire. This causes not only health problems due to the emissions but also a financial burden since the fuel has to be purchased in the form of wood or charcoal. In addition, direct use of wood is not sustainable considering the higher risks of deforestation and is therefore also problematic for ecological diversity and the climate.

In the meantime, a large number of stoves have been developed and used in field tests all over the world. Particularly in poorer regions, however, these are too expensive for the population due to the high selling price, depending on the type of the required material for the production (e.g. steel). Within the project, it is aimed to develop a low-cost and fuel-flexible stove which is easy to produce in the country and generates low emissions.

For this reason, a burner based on the use of liquid ceramic and with active ventilation is to be developed, which will be included in the existing pot holder of the usual used three-stone-fire. Although the use of active ventilation increases the costs, it is possible to enable lower emissions and better controlled combustion process. The extensive substitution of steel by ceramics should result in significantly lower production costs, which should compensate the use of active ventilation, so that a lower overall price can be achieved.
Since stoves with active ventilation require electricity, both a low-cost power control unit for the fan and the complete decentralized electrical infrastructure based on solar energy will be planned and tested on site.

Project status and first results

Project progress was significantly delayed in the first year, largely due to national and international constraints related to the COVID-19 pandemic. Despite these difficulties, progress was made in the crucial points of the individual work packages, which represent important building blocks for further successful project processing.

Outcomes of WP1

Figure 7 visualizes the methodological approach of change detection analysis, which is used for the identification of preference regions for biogas and pyrolysis activities. The detailed map shown in the upper circle exemplarily highlights areas exposed to large scale agricultural (red color) and urban (purple color) expansions.

First results of the change detection analysis between years 2001 and 2019 show, that extensive urban expansions especially appear around northern suburbs of the capital city Lomé. Nevertheless, smaller patches of urbanization can also be found in other regions. Newly established farmland can be detected in all regions with varying extents and is predominately established on woody areas and tree-savannas. Nevertheless, forests are degraded and converted to savannas and therefore, the expansion of arable land has to be regarded as a dominant driver for tree cover losses. The direct conversion of primary forests to agricultural areas cannot be detected at large scale.

Even though, global datasets derived from National Aeronautics and Space Administration (NASA) satellite imagery with international land cover classification schemes were used to identify relevant changes, the methodological approach of change detection analysis could also be repeated with locally explicit spatial information, if provided to the project, in order to enhance the level of detail.
Outcomes of WP 2

The equipment for the laboratory has been specified in detail and the procurement process is underway. The first equipment has already been purchased and further devices will follow step by step. The initial commissioning of the laboratory equipment will take place in Leipzig. The equipment will be transported to Lomé in a refrigerated container once the entire equipment has been purchased. The refrigerated container will then remain in Lomé as part of the biogas laboratory (container No. 7 in Figure 6).

At the Université de Lomé, the granted site for the container Laboratory instalment is being prepared according to its specifications provided by the DBFZ. Main works done is the earth work and excavation including site clearance, leveling of the platform by removing soil layer with plant at a depth of at least 30 cm, backfill with laterite, backfill with crushed sand. The concrete and masonry and the remaining of the work to complete the site preparation will start before the end of March 2021 as the contractor selected provided detailed...
documents which is submitted to the finance office for control before the go ahead of continuing.

**Outcomes of WP3**

So far, studies have been carried out about the production process with liquid ceramics and on the determination of the parameters for the combustion technology.

In the field of electronics and energy supply, the power control for the fan was developed and tested and the electrical infrastructure was planned.

**Project outlook and summary**

It is expected that substantial progress will be made in all three work packages this year. The field surveys, as shown in Table 1 and Table 2, have started and will provide extensive data for WP1. By including also biogenic waste, these data will also be important for further national strategic plans such as waste management concepts. As soon as the resource mapping delivers first results, the technology assessment for the identification of optimal utilisation strategies will be started. The main points of WP2 are to be completed before the end of 2021.

The execution of the container construction for the biogas lab has been put out to tender. It is expected that the contract will be awarded by mid-2021 and that the container construction will be completed in 2021. Transport to Togo and final assembly are planned for early 2022.

Later this year, a group of scientists and laboratory technicians from Togo will travel to Leipzig for a comprehensive training programme. The programme will include the methodology of various experimental and analytical investigations as well as a practical part including the maintenance and repair of laboratory equipment.

After the container construction in Lomé is completed, the second part of the training programme will be carried out there by scientists and laboratory technicians from Leipzig in the first half of 2022. Together with the Togolese colleagues, the complete commissioning of the laboratory will thus be carried out.

The prototype of the pyrolysis cooker will be tested and optimised in the coming months with real fuels, such as those available in Togo. The results of the field survey will also provide important data on the fuels used and their potential use. As soon as the final design has been determined, preparations for the production of the cookers in Togo will begin. Substantial progress is also expected here in the course of 2021.
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Abstract. The purpose of this study is to estimate the amount of energy produced from biogas at the faecal sludge treatment plant in the city of Sokodé. The methodological approach consisted in producing biogas by co-digestion of faecal sludge with the fermentable fractions of solid waste then in estimating the quantity of energy available from the produced biogas. Tests of co-digestion of faecal sludge and fermentable fractions of solid waste, showed that from 2258 tons/DM of biomass in one year, 44476 m3 of biogas, or 29177 m3 of methane could be produced. The methane content, which is 65.6 %, is a very interesting source of energy. Several techniques for producing energy from biogas exist, one of which is the production of electricity. In this study, it is a question of making the choice of an adequate electric motor which will allow to produce electric energy from the biogas on the faecal sludge treatment plant. Thus, it was necessary to estimate the quantity of energy available from the biogas produced. To do so, it was calculated the quantity of energy that can be produced by the biogas in one year, the quantity of recoverable energy produced in a year and the quantity of energy supplied by biogas in one hour. The results showed that by 2035, the co-digestion of fermentable solid waste and faecal sludge from the city of Sokodé, would produce 534,246 kWh. The recoverable part would be 507,534 kWh and the energy supplied is 58 kWh.
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Introduction

Non-traditional biomass to be used to improve electricity production by biogas processes in Africa seems to be innovative whereas decentralized small-scale biogas units locally are used. The widespread application of big scale biogas digesters still is missed. Faecal residues of human origin fermentation usually requires addition of co-substrates such as corn or wheat to improve the feasibility, what is not adequate for Africa. Hereby, traditional biomass as straw etc. as well as bio-waste or other organic waste could be suitable.

In Togo, as in most developing countries, the amount of energy produced is less than consumption [1]. Biomass, which is the main source of energy, represents 76 % of final energy consumption, with mainly wood fuels, in particular fuelwood, charcoal and certain agricultural residues. Despite the fact that energy production remains below demand, the energy supplying countries in Togo only reduce the amount over time as the demand only exacerbates. In order to fill this vacuum which continues to widen further, the use of renewable energies has become essential [2]. In this context, the production of biogas from fermentable waste is an opportunity for the diversification of energy resources and sustainable management of the environment. The production of biogas through organic
waste and its use could increase the economic feasibility of sanitation projects through the production of electricity. The use of biogas will directly contribute to meeting the challenges of climate change and responding to Togo’s current energy challenges. Indeed, biogas is a renewable fuel gas resulting from the degradation of animal or plant organic matter by microorganisms under anaerobic conditions. This gas is mainly composed of methane (CH₄) and carbon dioxide (CO₂). The energy potential of biogas results from its methane content, the lower calorific value (LCV) of which is 9.94 kWh / Nm³ [3]. First used for the stabilization of sludge, anaerobic digestion has advantages for today’s society. Upstream, this is a relevant way to treat waste, and downstream, it is a response to the pollution problems generated by the consumption of fossil fuels and the depletion of these resources. Biogas is an interesting source of energy since, on the one hand, it comes from a renewable resource (e.g., organic waste) and on the other hand, its recovery ensures a reduction in GHG emissions, methane having a power of global warming greater than carbon dioxide. Its use therefore has a double environmental advantage [3]. Biogas is usually burned to produce heat and electricity in cogeneration [4]. Thanks to the combined production of heat and electricity, energy losses could be reduced significantly [5]. The combustion of biogas in an engine or turbine produces mechanical energy called primary energy. This energy is recovered and then used as electrical energy and heat with an overall efficiency of up to 90 % [6]. This technology can meet the needs of industrial applications, rural electrification, district heating and large-scale power generation. However, the water saturation of the biogas as well as the presence of CO₂ and possible H₂S are likely to make the biogas corrosive. In addition, biogas contains other compounds in trace amounts such as volatile organic silicon compounds or halogenated compounds. These trace compounds present in biogas are a brake on its energy recovery. Thus, upstream of its conversion into energy, extensive treatment of the biogas is therefore essential for such an application. It will therefore be necessary to include at least a stage of condensation of the water vapor or to go through a stage of purification.

According to the principle of converting biogas into electrical energy, the biogas is burned and the energy released feeds a generator which produces electricity. Indeed, the main composition of biogas is methane. Biogas thus has chemical energy, and the electricity produced by biogas therefore comes from the conversion of this chemical energy into mechanical energy and ultimately into electricity. Feedback has shown that this conversion is done through the use of generators and turbines which convert energy from one form to another. This involves connecting the source of biogas such as the bottle containing pressurized gas or a digester to the inlet of the gas engine and then connecting the gas engine to the alternating current generator so that the shaft rotary feeds the generator with alternating current. The movement transferred to the generator produces electricity by magnetism. The generator is connected to cables that transfer electricity to a rechargeable battery for storage or directly to an electrical distribution network for consumption. Tests of co-digestion of faecal sludge with the fermentable fractions of solid waste from the city of Sokodé in Togo, showed a significant production of biogas with a proportion of more than 65 % of methane. This high proportion of methane is a source of energy that could be converted into electrical energy for lighting the Sokodé faecal sludge treatment plant. Thus, the objective of this work is to estimate the amount of energy available from the biogas produced by the co-digestion of faecal sludge and fermentable fractions of solid waste. Methane is the origin of the use of biogas as an energy source. Estimating the amount of energy produced from biogas requires prior knowledge of the Lower Calorific Value (LCV) of the methane contained in this biogas. In fact, the LCV corresponds to the combustion reaction with the formation of water in the gaseous state. The LCV of biogas is proportional to its methane content [7]. It is therefore between 10.74 MJ. Nm⁻³ and 25.06 MJ. Nm⁻³ for a methane content between 30 and 70 % [8].
Materials and methods

Amount of biogas and proportion of methane

The main purpose of anaerobic digestion is the production of biogas. In this study, biogas was produced by co-digestion of faecal sludge and fermentable fractions of solid waste. The tests were carried out in digesters. The pilot digesters were connected through gas supply pipes, to inverted test tubes immersed in a beaker containing a trap solution, consisting of water saturated with NaCl and acid (5 % hydrochloric acid, 20 % NaCl and pH = 2) in order to minimize the dissolution of CO$_2$ in the biogas [9, 10]. This aqueous trap solution makes it possible, by moving the liquid, to properly quantify the daily production of biogas. The volume of biogas is measured using a hydraulic system (liquid displacement). The gas produced at the exit of the digester passes into a graduated cylinder immersed in a liquid, which will displace the level of the liquid contained in the cylinder and thus indicate the volume of the gas produced (figure 1).

![Figure 1. Biogas production device](image)

The proportion of methane is obtained by formula 1.

\[
\%\text{methane} = \frac{\text{Quantity of methane obtained}}{\text{Total amount of biogas}} \quad (1)
\]

Energy that can be produced by biogas in one year

The energy produced by biogas is calculated from the Lower Calorific Value (LCV) of methane which is 9.94 kWh/m$^3$ under normal temperature and pressure conditions [6]. The total energy is obtained by the formula 2.

\[
\text{TotE} = \text{LCV} \times V_{\text{CH}_4} \quad (2)
\]

Recoverable energy produced in one year

We allow 5 % energy loss in order to be sure that an engine is rather overfed than underfed. The energy recoverable by an engine is therefore obtained by formula 3.

\[
\text{ER} = 0.95 \times \text{TotE} \quad (3)
\]

Calculation of the energy supplied by the biogas in one hour

The energy supplied by biogas in one hour is obtained by formula 4.

\[
\text{ES} = \frac{\text{ER}}{(365\times24)} \quad (4)
\]
Results and discussion

Amount of biogas and proportion of methane

The results of the co-digestion show that from 1 L of co-substrate in 42 days of co-digestion, an average production of 4 L/g.DM is estimated, or a volume of approximately 3 L of CH₄. This quantity of methane corresponds to a proportion of 65.6 % CH₄. From these results, an extrapolation of the quantities of biogas and methane by 2035 was established (Table 1). This extrapolation is made from the equation of the curve obtained during the co-digestion tests. These tests consisted in establishing the production of biogas by varying the amount of co-substrates.

Table 1. Quantities of biogas and methane estimated by 2035

<table>
<thead>
<tr>
<th>Year</th>
<th>Total amount of co-substrates (t.DM)</th>
<th>Volume of biogas (m³)</th>
<th>Volume of CH₄ (m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2018</td>
<td>1 853.22</td>
<td>36 508.00</td>
<td>23 949.25</td>
</tr>
<tr>
<td>2019</td>
<td>2 449.54</td>
<td>48 255.00</td>
<td>31 655.28</td>
</tr>
<tr>
<td>2020</td>
<td>2 470.34</td>
<td>48 665.00</td>
<td>31 924.24</td>
</tr>
<tr>
<td>2025</td>
<td>2 811.76</td>
<td>55 391.00</td>
<td>36 336.50</td>
</tr>
<tr>
<td>2030</td>
<td>3 435.08</td>
<td>67 671.00</td>
<td>44 392.18</td>
</tr>
<tr>
<td>2035</td>
<td>4 158.96</td>
<td>81 931.00</td>
<td>53 746.74</td>
</tr>
</tbody>
</table>

Table 1 shows that by 2025, the co-digestion of the fermentable fractions of solid waste and faecal sludge from the city of Sokodé would produce around 36,337 m³ of methane. In 2030, production would be around 44,392 m³ and in 2035 it would be 53,747 m³. These quantities are quite large and could be used in households and solve the problem of gas stock in the city of Sokodé.

Quantity of energy produced, recoverable and supplied by biogas

The amount of energy produced by biogas is calculated from the LCV of methane. It is 9.94 kWh / m³ under normal temperature and pressure conditions [11]. With regard to recoverable energy, it is calculated by admitting 5 % energy loss in order to be sure that the engine is rather overfed than underfed. The results obtained are presented in Table 2.

Table 2. Quantity of energy produced, recoverable and supplied

<table>
<thead>
<tr>
<th>Year</th>
<th>Total energy produced (kWh)</th>
<th>Recoverable energy (kWh)</th>
<th>Energy supplied by the biogas in 1 h (kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2025</td>
<td>361 190</td>
<td>343 131</td>
<td>40</td>
</tr>
<tr>
<td>2030</td>
<td>441 257</td>
<td>419 195</td>
<td>48</td>
</tr>
<tr>
<td>2035</td>
<td>534 246</td>
<td>507 534</td>
<td>58</td>
</tr>
</tbody>
</table>

Table 2 shows that by 2035, the co-digestion of fermentable solid waste and faecal sludge from the city of Sokodé, would produce 534,246 kWh. The recoverable part would be
507,534 kWh and the energy supplied is 58 kWh. This energy could be used to run an engine and supply the faecal sludge treatment plant in the city of Sokodé. The motor to be chosen must be able to operate between 50 % and 100 % of its nominal load, with an optimum efficiency of around 75 %.

Conclusion

The objective of this work was to assess the amount of energy produced from the biogas obtained from the co-digestion of the fermentable fractions of solid waste and faecal sludge in the town of Sokodé. The results obtained show that the quantity estimated at horizon 2035 is significant and could be used to run an engine and provide lighting for the faecal sludge treatment plant. The pilot tests were carried out on a laboratory scale and in future investigations, it will be a question of large-scale implementation of the technology for producing biogas and converting this biogas into energy. Moreover, this work is part of current research themes on renewable energies and for environmental protection. Thus, in the rest of the work, the assessment of the environmental impacts of this project will be addressed. In fact, it will be a question of making an assessment of the energy and emissions saved by the conversion of biogas into electrical energy, compared to the production of electricity using natural gas will be made. Knowledge of the CO₂ emissions saved would be an added value in terms of the project's contribution to reducing CO₂ emissions. With the saving of fossil resources, this project will also contribute to the energy independence objectives of the faecal sludge treatment plant in the city of Sokodé.
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Optimization of biogas production by co-digestion of organic waste (cow dung and water hyacinth)
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Abstract. The objective of this work is to determine the co-digestion ratio of water hyacinth and cow dung for the optimization of biogas production at Sô Ava, a lake city of Southern Benin. To achieve these ratios, we suppose that the water hyacinth has a high gas yield and cow dung ensures stability in the biodigester because it brings fresh bacteria and has a strong buffering capacity (maintenance of a stable pH). For 45 days, we have introduced a mixture of water hyacinth and cow dung in 5 mini-biodigesters of 10 liters each: digester n°1 (100% of cow dung); digester n°2 (100% of the water hyacinth); digester n° 3 (50% of the water hyacinth and 50% of the cow dung); digester n°4 (75% of cow dung and 25% of water hyacinth); digester n°5 (75% of the water hyacinth and 25% of the cow dung). The measurements of the pH, temperature and the proportion of gas (CH₄, CO₂, O₂ and H₂S) in the mini-biodigesters was done. The measurements show that the digester n° 5 produces the highest capacity of 15.24L of biogas with 70% of methane while the digester n°2 has the lowest capacity 5.47L of biogas with 58% methane. These results show that the yield of biogas produced is greater when using the mixture of the substrate with the ratio of 75% of water hyacinth and 25% of cow dung. This result encourages the energy recovery from water hyacinth, once considered as a seasonal plague which hinders navigation of local boat in the lake.

Keywords: co-digestion, cow dung, water hyacinth, optimization

Introduction

Anaerobic digestion is the biochemical process of producing biogas by transforming complex organic materials into a clean, renewable source of energy. The co-digestion process is a reliable alternative process which is used to solve the environmental drawbacks of the substrate management. The use of co-substrates generally improves biogas yields due to the positive synergies established during the digestion process and the supply of missing nutrients by the co-substrates [1].

Several studies have been carried out on the production of biogas using different biomasses as mono-substrates [2],[3]. However, the direct use of substrates is difficult due to their nutritional imbalance, which usually lack of microorganisms and the effect of operational factors. The process of co-digestion has been recommended to overcome these difficulties [4]. Anaerobic co-digestion has been widely used to improve biogas production. A number of published articles have investigated co-digestion in recent years. Astals et al [5] studied the co-digestion of livestock manure with other different biomasses to improve biogas production rates [6] reported that the combination of whey and poultry manure was found to be able to
maintain the correct C/N (Carbon to nitrogen ratio) ratio in the reactor. According to Murto et al (2004) [7], a highly buffered system was obtained by co-digestion of solid wastes, manure, fruit and vegetable waste. The process worked well with a gas yield reaching 0.8 m$^3$ kg$^{-1}$ of dry matter. Somayaji et al [8] conducted a study with digesters fed with cow manure and varying proportions of wheat straw and concluded that the highest specific methane yields were observed with 40% straw of wheat total solids in the raw material. Ghaly et al [9] studied a 155 L two-stage, two phases unmixed anaerobic reactor for treating whey with dairy manure and concluded that the pH should be controlled at the methanogenic phase; otherwise the production of biogas was not possible. The anaerobic co-digestion of grass silage, sugar beet tops and oat straw with cow manure was evaluated by Lehtomaki et al [10] in continuously stirred tank reactors. In the laboratory supplied semi-continuously.

Gelegenis et al [11] reviewed a series of laboratory experiments in continuously stirred tank reactors under mesophilic conditions, semi-continuously filled with various mixtures of diluted poultry manure and whey. Co-digestion of whey with manure has been shown to be possible up to a 50% participation of whey (by volume) in the daily feed mixture without any addition of chemicals. Anaerobic co-digestion of sludge from grease traps and sewage sludge has been successfully performed in both laboratory batch trials and pilot scale continuous digestion trials [12]. The possible use of the potato tuber and its industrial by-products (potato tubs and potato skins) for farm-scale co-digestion with pork manure was examined in laboratory by Kaparaju and Rintala [13]. The results showed that the potato tuber and its industrial by-products can be co-digested with pig manure at a loading rate of 2 kg VS m$^{-3}$ day$^{-1}$ in continuously stirred tank reactors at 35 ° C. The proportion of waste in the mixture appears to be large and the feed may contain at least 15-20% potato waste. Zupancic et al [14] carried out a large-scale experiment on the co-digestion of organic waste from household waste (swill) with municipal sludge. The results showed that anaerobic digestion is the solution to the handling of organic waste (swill) and above all it is very beneficial with little negative impact on the environment. An 80% increase in the amount of biogas was also observed. The potential of semi-continuous mesophilic anaerobic digestion for the treatment of solid waste, fruit-vegetable waste and manure in a co-digestion process has been experimentally evaluated and presented by Alvarez et al [15]. They found that a combined treatment of different types of waste such as manure (cattle and pigs), solid waste from slaughterhouses (rumen, rumen and blood of cattle and pigs) in a mesophilic co-direction process gives the possibility of treating waste, which cannot be treated separately. The feasibility of anaerobic co-digestion of mixed industrial sludge with municipal solid waste was investigated in three simulated anaerobic landfill bioreactors over a period of 150 days [16]. They concluded that the anaerobic co-digestion of industrial sludge with organic wastes is a feasible process in waste stabilization and in the treatment of leachate releases from simulated anaerobic reactors. Gomez et al [17] presented the results obtained for the digestion of primary sludge and the co-digestion of this sludge with the fruit and vegetable fraction of municipal solid waste under mesophilic conditions. The co-digestion of the fruit and vegetable fraction of municipal solid waste with the primary sludge produced more biogas than the digestion of the primary sludge, due to the higher concentration of volatile solids contained in this feed. The feasibility of anaerobic co-digestion of five coffee wastes from the production of coffee and sewage sludge was assessed by Neves et al [18]. Methane yields of between 0.24 and 0.28 m$^3$ / kg of VS were obtained with the exception of a barley-rich waste which only reached 0.02 m$^3$ of CH$_4$ / kg of VS. Fezzani et al [19] studied for the first time the thermophilic anaerobic (55°C) co-digestion of oil mill wastewater with solid waste from oil mills in semi-continuous tubular digesters at laboratory scale. They concluded that wastewater from oil mills could be successfully degraded by co-digestion with solid waste from oil mills under thermophilic conditions without prior dilution and without the addition of nitrogenous chemicals. The co-digestion of onion juice and aerobic wastewater sludge produced by an onion processor using an anaerobic mixed biofilm reactor was investigated by Romano et al [20] for the potential for biogas energy production and waste treatment.
Several articles have exposed the co-digestion of certain substrates, that of cow dung and water hyacinth is lacking to our knowledge. This is why the present work focuses on optimizing the production of biogas by co-digestion of organic waste (cow dung and water hyacinth).

**Work hypothesis:**

Co-digestion with a high percentage of water hyacinth in cow dung optimizes biogas production.

**Material and methods**

**Material**

**Substrate**

The substrate is made up of finely cut water hyacinth (grain size around 5cm), collected in the Nokoué Lake and cow dung collected in Agassa-Godomey. It was introduced into each mini-digester 6kg of the water hyacinth - cow dung mixture. Figure 1 and Figure 2 present the chopped water and cow dung used during the experiments.

![Figure N°1: Chopped water hyacinth](image1)

![Figure N°2: Cow dung in pretreatment](image2)

**Experimental device**

*The digester*

The five digesters are hermetically closed to ensure total anaerobiosis.

During the unfolding of the anaerobic digestion process, the air chamber collects the produced biogas.

* Biogas volume measurement device

The volume of biogas is measured every day using the displaced liquid method [21]
Figure N°3: Methanization device

* The gas analyzer

Figure N°4: Biogas volume measuring system [21]

Figure N°5: Gas analyzer; IRCD4 model
Methods

We introduced into 5 cans with a capacity of 25 liters each, the mixtures of water hyacinth and cow dung in different proportions:
- digester n° 1 (100% cow dung only);
- digester no. 2 (100% of the water hyacinth without inoculum);
- digester n° 3 (50% of the water hyacinth and 50% of the cow dung);
- digester n° 4 (75% of cow dung and 25% of water hyacinth);
- digester no.5 (75% of the water hyacinth and 25% of the cow dung).
These mixed remained for 45 days in the digesters.

The percentage of the 4 gases (CH$_4$, CO$_2$, O$_2$, H$_2$S) is measured daily from the 3rd day after putting the mixtures in the digester by molecular absorption spectrophotometry according to the protocols accompanying the equipment of the IRCD4 brand Biogas Analyzer Manual Instruction.

Results and analysis

pH variation

![Figure N°6: pH variation in the 5 digesters](image)

The figure 6 presents the change in pH during the experimental process. The pH values decrease from 5 to 7.5 during the first fifteen days of measurement in all the digesters it is the hydrolysis and acidogenesis phase. From the 16th day, the pH values begin to increase to reach a maximum value of around 7.5 on the 45th day for the majority of the digesters (acetogenesis and methanogenesis phase).

Adjusting the pH to around 7 promotes the development of methanogenic bacteria which are responsible for the formation of methane.
Temperature variation

![Figure N°7: Temperature variation in the 5 digesters](image)

The figure 7 shows the evolution of temperature during anaerobic digestion in the five digesters. From the measurement period, the temperature fluctuated around 30°C (25°C to 35°C). Digestion is then carried out under mesophilic conditions which is one of the main conditions for optimizing anaerobic digestion.

**Yield of CH₄, CO₂, O₂, H₂S in the biogas**

The percentage of the different gases is read directly on the screen of the biogas analyzer. The Figure below illustrate the change in the level of CH₄, CO₂, O₂, H₂S in the biogas produced.
Figure N°8: Variation in the rate of CH₄, CO₂, O₂ and H₂S in the biogas produced in digesters N°1
Figure N°9: Variation in the rate of CH$_4$, CO$_2$, O$_2$ and H$_2$S in the biogas produced in digesters
Figure N°10: Variation in the rate of CH$_4$, CO$_2$, O$_2$ and H$_2$S in the biogas produced in digesters N°3

Figure N°11: Variation in the rate of CH$_4$, CO$_2$, O$_2$ and H$_2$S in the biogas produced in digesters N°4
In the first 10 days, the methane and carbon dioxide levels increased in all the five digesters showing the production of these gases. But, the $O_2$ level gradually decrease because of the anaerobic reactions in the biodigester. After the 10th day, the oxygen level fluctuated around 0.1% throughout the experiment. The level of $H_2S$ has gradually decreased in all cases until it approaches 0 except in digester N°1 (Figure 8) where the cow dung is 100%. In the digester N1, after the 10th day, the $CH_4$ level increased before stabilizing around an average value of 60%. In digester N°2 (100% water hyacinth) we also notice a gradual increase in the $CH_4$ level till an average of 58%. In digester 3 (50% of the water hyacinth and 50% of the cow dung) the average level of $CH_4$ is 59%. Methane level also increased in Digester 4 (75% cow dung and 25% water hyacinth) and Digester 5 (75% water hyacinth and 25% cow dung). The average methane levels found are 60% and 70% respectively. We also notice that the concentration of $CH_4$ and $CO_2$ seems to mirror each other in any case as if the sum of the levels of these two gases were constant.

**Variation in the volume of biogas produced**

![Figure N°13: Variation of the volume of biogas produced in each digester](image)

Figure N°13 represents the change in the volume of biogas produced as a function of time. During the first ten days, the volume of biogas produced remains low and non-flammable (hydrolysis and acidogenesis phase). After the tenth day, the volume begins to increase variably for each digester. The best results are recorded at the level of digester 5 composed of 75% water hyacinth and 25% cow dung, with a maximum value of 1010 mL on the 20th day; while the low values are recorded at the level of digester 2 composed of 100% water hyacinth, the highest volume is 266 mL on the 27th day. Microorganisms have a hard time appearing in Digester 2 (100% water hyacinth) because there is no inoculum. The microorganisms promoting anaerobic digestion took a long time to appear in the environment. During this time, the other digesters produced biogas. This explains the yield
obtained at the level of digester No. 2. In digesters containing hyacinth, biogas was produced over a long period because the microorganisms had a large amount of organic matter. In general, plant materials have a high gas yield because of the carbon inside it, as well as food waste rich in fats and proteins. Animal droppings have a lower energy power, but ensures stability in the culture medium because they provide fresh bacteria and have a strong buffering capacity (maintaining a stable pH). The results we have obtained show that in the case of semi-continuous digestion, substrate should be added already from the 15th day.

**Total flammable volume produced by each digester**

![Figure N°14: Volume of biogas produced in each digester](image)

Figure N°14 shows that the digester 5 has a higher value than the remains of the digesters (15249 mL), while the digester 2 gave the lowest value of the volume of biogas (5153 mL). Digesters 2 and 3 have a similar gas production (9585 mL and 10189 mL).

**Conclusion**

The present study has shown that the biogas yield is greater for a substrate consisting of 75% water hyacinth and 25% cow dung with a rate of 70% methane, whereas for a substrate consisting of 100% of water hyacinth, biogas production is low with 58% methane. The initial hypothesis: Co-digestion with a high percentage of water hyacinth in cow dung optimizes biogas production is thus verified. On the other hand, we have found that in the case of semi-continuous digestion, substrate should be added already from the 15th day. The co-digestion of water hyacinth has been shown to be effective. It could no longer be considered as a constraint but as wealth. In the rest of our work, we will size the digester to estimate the amount of energy that could be produced using anaerobic digestion. We will thus estimate the number of households that could be supplied with energy, for example.
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Abstract: Science, technology and politics agree: hydrogen will be the energy carrier of the future. It will replace fossil fuels based on a sufficient supply from sustainable energy. Since the possibilities of storing and transporting hydrogen play a decisive role here, the so-called LOHC (Liquid Organic Hydrogen Carriers) can be used as carrier materials. LOHC carrier materials can reversibly absorb hydrogen, store it without loss and release it again when needed. Since little or no pressure is required, normal containers or tanks can be used. The volume or mass-related energy densities can reach around a quarter of liquid fossil fuels.

This paper is to give an introduction to the field of hydrogen storage and usage of those LOHC, in particular. The developments of the last ten years have been related to the storage and transport of hydrogen with LOHC. These are crucial to meet the future demand for energy carriers e.g. for mobile applications. For this purpose, all transport systems are under consideration as well as the decentralized supply of rural areas with low technological penetration, e.g. regions of Western Africa which are often characterized by a lack of energy supply. Hydrogen bound in LOHC can provide a hazard-free alternative for distribution. The paper provides an overview of the conversion forms as well as the chemical carrier materials. Dibenzyltoluene as well as N-ethylcarbazole - as examples for LOHC - are discussed as well as chemical hydrogen storage materials like ammonia boranes as alternatives to LOHC.
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Introduction

Renewable energy sources are important sources of electricity, and the expansion of renewables is one of the central pillars in Germany’s energy transition. The energy supply is to become more climate-friendly, and is also to make us less dependent on imports of fossil fuels. In this context, hydrogen is the renewable energy carrier of the future [1],[2]. If it is produced from renewable electricity, it is climate-friendly, storable and transportable over long distances. It thus contributes to sector coupling - a key concept of the energy transition - and becomes the basis for climate-neutral mobility, industry and heat supply. In addition, the development and marketing of hydrogen technology has the potential to become a driver of the German economy. However, there are currently only a few German hydrogen and fuel cell products on the market. One reason for this is the complexity of hydrogen value chains: This complexity means high risk, especially for first movers in the industry and for small and medium-sized enterprises (SMEs). For them, creating economies of scale is crucial to reduce manufacturing costs and develop an internationally competitive industry for green hydrogen applications in Germany [3].
Liquid organic hydrogen carriers (LOHC) technology turn hydrogen into a secure power storage technology. LOHC hydrogen storage systems use liquid hydrogen carrier media, which can be used to store and transport hydrogen at ambient temperature. The advantages of LOHC are that hydrogen is stored at high energy density and that the existing distribution infrastructure of liquid fuels can be used. As a result, LOHC represents another option for efficient hydrogen storage that reduces hydrogen volume and stores hydrogen safely. Figure 1 describes the broad applicability of LOHC, particularly in use for medium-term storage systems. It thus describes an excellent basis for use, especially for mobile applications.

![Figure 1. LOHC compared to other storage materials [4].](image)

**Fundamentals**

According to the Federal Ministry for Economic Affairs and Energy, in 2019, Germany still used around 87% of its primary energy based on conventional energy sources - e.g. fossil natural gas [5]: it mainly consists of methane (CH\textsubscript{4}) - and thus - like all fossil energy sources - it releases climate-damaging carbon dioxide when burned (see equation 1):

\[
\text{CH}_4 (g) + 2 \text{O}_2 (g) \rightarrow \text{CO}_2 (g)^\uparrow + 2 \text{H}_2\text{O} (g)^\uparrow
\]

(1)

One kilogram of methane - that is approximately 1.4 standard cubic meter CH\textsubscript{4} - has a sensible enthalpy of combustion (lower calorific value) of 50,140 kJ - this corresponds to 13.9 kWh [6]. Taking into account the primary energy rucksack, the emission factor of natural gas is 0.22 kg CO\textsubscript{2} per kWh of fuel energy (calorific value).

On the contrary, one kilogram of hydrogen - that is equivalent of 11 standard cubic meters H\textsubscript{2} - has a sensible enthalpy of combustion (lower calorific value) of 120,900 kJ - this corresponds to 33.6 kWh - and only releases water during combustion or an electrochemical conversion in a fuel cell (see equation 2; compare table 1 [7],[8]):

\[
2 \text{H}_2 + \text{O}_2 \rightarrow 2 \text{H}_2\text{O}
\]

(2)
Table 1. Properties of hydrogen [7],[8].

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (as gas)</td>
<td>0.0899</td>
<td>kg/Nm$^3$ (per standard cubic meter)</td>
</tr>
<tr>
<td>Density (as liquid)</td>
<td>70.79</td>
<td>kg/m$^3$ (per cubic meter of liquid)</td>
</tr>
<tr>
<td>Lower calorific value</td>
<td>3.0</td>
<td>kWh/Nm$^3$ (per standard cubic meter)</td>
</tr>
<tr>
<td>Upper calorific value</td>
<td>3.5</td>
<td>kWh/kg (by weight)</td>
</tr>
</tbody>
</table>

Hydrogen is seen today as an important energy carrier of the future. However, due to the energy source and the following process steps, there is CO$_2$ footprint, as well. The catalytic steam reforming of fossil fuels to hydrogen and other gases is still important today (see town gas, synthesis gas, Haber-Bosch process for ammonia synthesis, etc.; equations 3 and 4):

I. \( \text{CH}_4 (g) + \text{H}_2\text{O} (g) \rightarrow 3 \text{H}_2 (g) + \text{CO} (g) \) \hspace{1cm} (3)

II. \( \text{CO} (g) + \text{H}_2\text{O} (g) \rightarrow \text{H}_2 (g) + \text{CO}_2 (g) \) \hspace{1cm} (4)

Also electrolysis methods, such as PEMEL, AEL, or SOEC, are traditional ways of producing hydrogen [8] (see equation 5):

\[ 2 \text{H}_2\text{O} + W_{el} \rightarrow 2 \text{H}_2 \uparrow + \text{O}_2 \uparrow \] \hspace{1cm} (5)

In 2019, renewable energies contributed around 14.9% to primary energy consumption in Germany [5]. While the contribution to heat and, in particular, to mobility still was low, in 2017 nearly 33% of gross electricity generation was provided from renewable sources (see figure 2). Wind energy, bioenergy and photovoltaics play an important and growing role, but because of fluctuations they temporarily and increasingly generate surpluses that have to be put to use. Under the term "Power-to-X", the generation of hydrogen via electrolysis is likely to play an important role in the future.

Figure 2. Energy data - gross electricity generation in Germany 2017 (total 654.8 TWh) [3].

In addition to the generation, the transport, possibly storage and use of the generated hydrogen are central issues [8]. In principle, the uptake of hydrogen or reform methane in the existing natural gas networks (natural gas H, limited admixture of H$_2$) is possible. Later, either the mixture can be used directly or the hydrogen is separated from the mixture again - using suitable methods.
A transfer of physically compressed hydrogen by means of transport is also possible, e.g.

- compressed,
- liquefied under pressure, or
- cryo-adsorptively bound.

However, the chemical compression of hydrogen is very interesting, because it enables high storage densities to be generated in a simple manner, both in terms of volume and weight [9]. The following ways are possible:

- Salt-like hydrides of the alkali or alkaline earth metals
- Other substances such as methanol or formic acid as products via synthesis gas
- Aromatics, boranes and the like as LOHC carrier materials by means of reversible hydrogenation

**Principle of Energy Storage via Hydrogen with LOHC Materials**

LOHC carrier materials can reversibly absorb hydrogen, store it without loss and release it again when needed. Since little or no pressure is required, normal containers or tanks can be used. The volume or mass-related energy densities are higher than with conventional electrochemical storage devices (accumulators) and can reach around a quarter of the energy densities of liquid fossil fuels [10].

The following is a brief explanation of the process sequence (see figure 3).

![Figure 3](image-url)

**Figure 3.** Scheme of the chemical storage of regenerative electricity via hydrogen with the aid of a reversible hydrogenation reaction of e.g. polyaromatics such as N-ethylcarbazole or hydrogen storage [4].

If fluctuating, electricity from RES is generated in excess at times of low load in the grid, this excess could endanger the stability of the grid frequency and thus the safe grid operation. As an alternative to activating generation systems for renewable electricity, in addition to conversion into useful heat (via power-to-heat, e.g. with heat pumps), generation of hydrogen via electrolysis can be useful. As shown in figure 3, the hydrogen for the hydrogenation of suitable LOHC carrier materials can in the meantime be chemically bound and thus stored without loss, in order then to be used again after dehydrogenation. Mobile as well as stationary applications, in particular in combined heat and power, are possible here.

The hydrogen can be converted into mechanical energy, electrical energy and/ or heat using internal combustion engines, gas turbines or fuel cells. The electrical energy generated can be used on site, be used to charge plug-in electric vehicles or to be fed into the grid.
Emerging heat can serve as space heat, hot water heat or process heat as well as for the hydrogenation/ dehydrogenation process of the LOHC itself.

**Important Carrier Materials for Chemical Hydrogen Storage**

The following carriers for reversible hydrogen storage should be briefly discussed:

- LOHC carrier materials
- Other materials

**LOHC Carrier Materials for Chemical Hydrogen Storage**

The abbreviation LOHC means "Liquid Organic Hydrogen Carrier". This is a liquid, organic carrier material based on fossil petroleum or natural gas today. LOHC compounds can also be sustainably generated in the future on the basis of renewable energies, e.g. biomass. The LOHC carrier material is not consumed or is only consumed to a small extent during application, but thus can be used over many cycles.

Disadvantages of hydrogen transport or hydrogen storage using LOHC materials compared to pipelines are the higher transport costs due to the additional mass of the carrier, larger storage volumes due to the energy density and, last but not least, often the need to store groundwater hazardous substances with all the associated expense. LOHC is a fossil-fuel-based carbon compound (e.g. dibenzyltoluene).

The following LOHC carriers should be discussed (for organic chemistry compare [11]):

- Dibenzyltoluene C\textsubscript{21}H\textsubscript{20}
- N-ethylcarbazole C\textsubscript{14}H\textsubscript{13}N
- Toluene C\textsubscript{7}H\textsubscript{8}

**Dibenzyltoluene**

Dibenzyltoluene C\textsubscript{21}H\textsubscript{20} is a polyaromatic and is suitable for storing hydrogen via a hydrogenation and dehydrogenation reaction (see figure 4). There are several structural similar isomers of this compound. Around 50 kg of hydrogen can be stored per ton of carrier.

![Figure 4. Dibenzyltoluene (polyaromatic) for hydrogen storage via a reversible hydrogenation reaction [12].](image)

According the magazine HZwei from 2016, the carrier absorbs the hydrogen at 150° to 250°C in the reactor, while the catalyst here is ruthenium [13]. One litre of LOHC can store 600 l of gaseous hydrogen, which means the energy density is 1.9 MWh per cubic meter of LOHC. The reversible loading and unloading cycle can be carried out around 1,000 times. The density is 1,050 kg/ standard cubic meter, the LOHC can be stored indefinitely.

Using for simplification the *Ideal Gas Law* (see equation 6; [6]),

\[ p \times V = n \times R \times T \] (6)

with

- \( p \): Pressure (Pa)
- \( V \): Volume (m\(^3\))
- \( n \): Amount of substance (mole)
- \( R \): Universal gas constant (8,314 J/[mole*K])
- \( T \): Temperature (K)
the energy density can be roughly calculated for control purposes:

- 600 standard cubic meters hydrogen/ standard cubic meters LOHC (= 1.05 t LOHC)

According to the Ideal Gas Law, 600 standard cubic meters of hydrogen correspond to

- 600,000 l / (22.4 l / mole) = 26.79*10^3 mole H_2 = 53.6 kg H_2

Thus, the specific hydrogen loading on the carrier is

- 53.6/ 1050 = 5.1 % by weight.

A complete hydrogenation of dibenzyltoluene according to the reaction (see equation 7)

\[ C_{21}H_{20} + 9 H_2 \rightarrow C_{21}H_{33} \]  

would result in a maximum specific hydrogen loading on the carrier of

- 6.2 % by weight, that would be 65.1 kg H_2 per standard cubic meter LOHC
  (or per 1.05 ton LOHC).

However, with the specific sensible enthalpy of combustion (lower calorific value) of

- 120,900 kJ/kg H_2 = 33.6 kWh/kg H_2,

the energy density of the LOHC dibenzyltoluene at 600 standard cubic meters of hydrogen
per standard cubic meter of LOHC is around

- 1,800 kWh per standard cubic meter LOHC (= 1.8 MWh without burning the carrier),
  or 1,715 kWh per ton LOHC

**N-Ethylcarbazole**

Another example of a suitable process is the catalytic hydrogenation and dehydrogenation of

\[ C_{14}H_{13}N \]  

or similar compounds (such as \(N\)-ethylcarbazole or phenylene carbazole; see figure 5).

![Figure 5. Principle of the chemical storage of hydrogen generated by renewable electricity with the help of a reversible hydrogenation reaction of polyaromatics such as \(N\)-ethylcarbazole [14].](image)

In an exothermic chemical reaction under increased pressure and temperature, the
compound is hydrogenated with hydrogen to form the perhydro compound catalytically at

\[ C_{14}H_{13}N + 6 H_2 \rightarrow C_{14}H_{25}N \]  

The maximum specific hydrogen loading would be

- 12/207 = 5.8 % by weight
with a complete hydrogenation according to the above equation, that would be around 
58 kg H₂ per ton of loaded LOHC. Information on measured values is not available, but it is 
estimated that similar, if somewhat lower, volume and mass-related energy densities than 
with dibenzyltoluene can be achieved with N-ethylcarbazole.

**Toluene (to Methylcyclohexane)**

Another possibility for reversible hydrogen storage is the hydrogenation/ dehydrogenation of 
toluene C₇H₈ to methylcyclohexane. This process is known as methylcyclohexane-toluene-
H₂ system (MTH). Toluene is a widely used solvent that is suspected of being carcinogenic. 
Because of the difficulty in dehydrogenation, research has shifted to other substances.

![Figure 6. Dihydrogenation reaction from methylcyclohexane to the 
aromatic toluene (1-methyl-benzene) for the reversible storage of hydrogen with 
the aid of the hydrogenation reaction [15].](image)

According to the reaction (see equation 9)

\[
C_7H_8 + 3H_2 \rightarrow C_7H_{14} \tag{9}
\]

the maximum specific hydrogen loading would be

- 6.1 % by weight, so that would result in around 61 kg of hydrogen per ton of loaded 
LOHC.

**Other Chemical Hydrogen Storage Materials**

The following substances are also named as potential hydrogen carriers:

- Ammonia boranes
- Hydrocarbons
- Formic acid
- Methanol

While ammonia boranes starting from NBH₄ (or NBH₆ in the hydrogenated state) or C₄NBH₁₂ 
sometimes achieve values of over 10 % by weight hydrogen loading, they are considered to 
be rather difficult to handle.

The reforming and re-reforming (= ADAM & EVA process, canned can process) from 
methane to hydrogen and vice versa takes place via synthesis gas (= CO/ H₂ mixture) 
according to the equations 3 and 4. In technology, this process is used for energy transport 
and can also be seen as a kind of chemical hydrogen carrier process. In addition, it is the 
first stage of the Fischer-Tropsch synthesis. On this basis, partially or completely sustainable 
methane can be made from hydrogen, which was obtained regeneratively via electrolysis, 
e.g. using (i) CO₂ from fossil waste/ flue gases after sequestration (CCS, CCU), or more 
sustainably (ii) after recovery of CO₂ from the air or (iii) after separation from biogas. 
Conversion into hydrogen is possible in the opposite direction.

The synthesis gas process, in conjunction with the methanol synthesis (III, see below) 
and the Fischer-Tropsch synthesis (I and II, see below), enables the production of (i)
alcohols such as methanol, (ii) dimethyl ether (DME, from methanol), (iii) light, medium and heavy hydrocarbons (e.g. petrol), as well as other energy carriers (e.g. formic acid) [9],[16]. The preferred carbon source (input) is sustainable CO$_2$ (e.g. from biogas) or other biomass.

The synthesis gas process initially generates CO/ H$_2$ mixtures, which can then be converted into gaseous and liquid hydrocarbons or C/H/O compounds. Catalysts made of cobalt or iron are used here, at around 160°-300°C and up to 25 bar. The following reaction schemes I to III can occur, among others (equations 10a to 15):

I. Alkanes - chains (e.g. n = 8: petrol [octane])
   \[ n \text{ CO} + (2n+1) \text{ H}_2 \rightarrow C_n\text{H}_{2n+2} + n \text{ H}_2\text{O} \] (10a)
   \[ 8 \text{ CO} + 17 \text{ H}_2 \rightarrow C_8\text{H}_{18} + 8 \text{ H}_2\text{O} \] (10b)

II. Alkenes - chains; alkanes - rings (e.g. n = 6: cyclohexane)
   \[ n \text{ CO} + (2n) \text{ H}_2 \rightarrow C_n\text{H}_{2n} + n \text{ H}_2\text{O} \] (11a)
   \[ \text{CO} + 12 \text{ H}_2 \rightarrow C_6\text{H}_{12} + 6 \text{ H}_2\text{O} \] (11b)

III. Alcohols (e.g. n = 1: methanol)
   \[ n \text{ CO} + (2n) \text{ H}_2 \rightarrow C_n\text{H}_{2n+1}\text{OH} + (n-1) \text{ H}_2\text{O} \] (12a)
   \[ \text{CO} + 2 \text{ H}_2 \rightarrow \text{CH}_3\text{OH} \] (12b)

Further specific reactions can be:

IV. Methane (compare equations 3, 4 and 10a)
   \[ \text{CO} + 3 \text{ H}_2 \rightarrow \text{CH}_4 + \text{H}_2\text{O} \] (13)

V. Formic acid
   \[ \text{CO} + \text{H}_2\text{O} \rightarrow \text{HCOOH} \] (14)

VI. Dimethyl ester (DME)
   \[ 2 \text{ CH}_3\text{OH} \rightarrow \text{CH}_3\text{OCH}_3 + \text{ H}_2\text{O} \] (15)

Formic acid HCOOH (see equation 14) is a hazardous substance that can catalytically split off hydrogen, but is also rather difficult to handle. Methanol CH$_3$OH (see equation 12b) is widely used as a solvent in industry. It can be obtained via the so-called methanol synthesis using synthesis gas, which today mainly comes from the reforming of fossil natural gas according to equations 3 and 4. Methanol would rather be burned or can be used advantageously in fuel cells of the DMFC type (Direct Methanol Fuel Cell). In synthesis it can be used to produce DME (see equation 15) or for transesterification of rapeseed oil into biodiesel (FME, fatty acid methyl ester).

Conclusions

Science and technology as well as politics agree: Hydrogen is the energy carrier of the future, which can and will probably replace fossil energy carriers, especially natural gas, and will increasingly replace them by the middle of the century. A sufficient supply of sustainable energy from regenerative sources is of course decisive for climate protection. However, logistical steps are of crucial importance for this conversion of the energy supply. In addition to the production via e.g. electrolysis, the possibilities of storing and transporting hydrogen naturally play a decisive role. In the future, LOHC will be used as a carrier material for this purpose, e.g. in hydrogen storage systems to supply stationary, decentralized electricity storage systems with fuel. However, LOHC can also be used in the form of mobile hydrogen storage systems for hydrogen-based mobility. For example, hydrogen from electrolysis could...
be stored in suitable locations and then be transported to the respective consumption points such as hydrogen filling stations or the chemical industry. This procedure can supplement and support the distribution of hydrogen via pipelines or pressurized gas containers. Because of the technical requirement to convert to hydrogen, the use of LOHC as a pressureless, transportable and storable carrier material is of great importance.

The aim of this work was therefore to give an overview of the possibilities of storing hydrogen in so-called LOHC systems. In fact, the analysis has shown that there are (i) a large number of different types of carriers and conversion methods, e.g. via the Fischer-Tropsch synthesis, but also that (ii) we already have flexible carrier materials with acceptable energy densities that can substitute liquid fossil fuels. Therefore, it will be important in the next few years to further investigate these possibilities, e.g. for mobility with hydrogen, and ultimately to make them usable.
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Introduction

According to the “Energy Data, Complete Edition” of the German Federal Ministry for Economic Affairs and Energy (BMWi), worldwide carbon dioxide emissions in 2018 were 34.0 billion tons per year [1]. With around 731 million tons, Germany had a share of around 2 % with a world population share of around 1 %. The total emissions of the European Union amounted to 3.47 billion t per year in 2018 (in comparison: Africa as a whole, on the other hand, had only 1.28 billion t per year with 1.3 billion inhabitants [2]). In spite of relevant agreements in 2015 via the Paris Agreement, these emissions are still on the rise. The fossil fuels used to provide energy, such as coal, crude oil and natural gas, are largely responsible for these carbon dioxide emissions and for a certain part of the so-called greenhouse gases, which, in addition to CO₂, combine methane (CH₄) and nitrous oxide (N₂O) to form relevant part of the CO₂-equivalents and thus contribute significantly to climate change. A German citizen still emits approximately 10 t CO₂ yearly, an average Europe has a per capita emission of approximately 8 t CO₂ yearly. Renewable energies and hydrogen as a gaseous energy carrier obtained from them are seen as essential means to change this situation in the near future and to avert harmful climate change as far as possible.

Thus, hydrogen gas (H₂) can make a key contribution to decarbonization. Its versatile use as (i) raw material and fuel in industry, as (ii) fuel in mobility, as (iii) energy storage and as (iv) energy source in the provision of heat enables sector coupling, which can take place on the basis of an energy source, whose combustion product is only water. In 1874, the French science-fiction author Jules Verne wrote, that “Water Will Be the Coal of the Future” [3]. But hydrogen can only make a contribution to decarbonization if it is produced with low emissions.
Hydrogen

Characteristics and Physicochemical Properties of Hydrogen

Hydrogen is the lightest element and is composed of a mixture of three isotopes, the main part is (i) $^1$H, in addition there are traces of (ii) $^2$D ($^2$H, deuterium) and the radioactive T ($^3$H, tritium). Hydrogen is significantly lighter than air, the standard cubic meter (Nm$^3$, at 1.013 bar and 273.15 K) weighs only around 89.9 g. Hydrogen is flammable, can form explosive mixtures, is highly diffusive and has an embrittling effect on materials such as steel e.g. of system components or pipelines. Thus, dealing with hydrogen requires certain technical precautions.

For compression and storage, the high volatility, the very low boiling point and the low critical point must also be taken into account (Table 1). Please notice that there is no indent in the first paragraph of a section or subsection. There also no indent in the first paragraphs which follow a table, figure, equation, etc.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (as gas)</td>
<td>0.0899</td>
<td>kg/Nm$^3$ (per standard cubic meter)</td>
</tr>
<tr>
<td>Density (as liquid)</td>
<td>70.79</td>
<td>kg/m$^3$ (per cubic meter of liquid)</td>
</tr>
<tr>
<td>Melting temperature</td>
<td>14.01</td>
<td>K</td>
</tr>
<tr>
<td>Boiling temperature</td>
<td>21.15</td>
<td>K</td>
</tr>
<tr>
<td>Critical point</td>
<td>33.18</td>
<td>K (13.0 bar)</td>
</tr>
<tr>
<td>Lower calorific value</td>
<td>3.0</td>
<td>kWh/Nm$^3$ (per standard cubic meter)</td>
</tr>
<tr>
<td></td>
<td>33.33</td>
<td>kWh/kg (by weight)</td>
</tr>
<tr>
<td></td>
<td>2.79</td>
<td>kWh/l (per cubic meter of liquid)</td>
</tr>
<tr>
<td>Upper calorific value</td>
<td>3.5</td>
<td>kWh/Nm$^3$ (per standard cubic meter)</td>
</tr>
<tr>
<td></td>
<td>39.41</td>
<td>kWh/kg (by weight)</td>
</tr>
</tbody>
</table>

Provision of Hydrogen

Elemental hydrogen does not exist naturally on earth, but in chemically bound form in water, organic compounds and rocks. However, it can be produced using various processes, e.g. by splitting water or hydrocarbons. Several processes are available, essentially (i) steam reforming, (ii) the cracking process and (iii) electrolysis. Depending on the source of origin, a distinction is made between different “colours” [5] [6]:

- Gray hydrogen
  - Manufactured from natural gas via steam reforming (SMR or ATR process) with full greenhouse gas emissions

- Blue hydrogen
  - Manufactured from natural gas via steam reforming with partial greenhouse gas reduction via CCS (carbon capture and storage; SMR: -60%; ATR: -90%)

- Turquoise hydrogen
  - Manufactured from natural gas via methane pyrolysis (cracking process) with low greenhouse gas emissions

- Yellow hydrogen
  - Manufactured using nuclear energy with lower greenhouse gas emissions, e.g. using electrolysis with nuclear power

- Green hydrogen
  - Manufactured using renewable energies with little to no greenhouse gas emissions, e.g. via electrolysis with solar or wind power
Nowadays, hydrogen is used in a variety of material and energetic ways, e.g. in the manufacture of fertilizers or to drive spacecraft (Figure 1). More than 90 % of hydrogen is currently generated from fossil fuels, often from natural gas (methane) by the catalytic steam reforming ($\Delta H_{(I)} = +206.2 \text{ kJ/mole CH}_4$; $\Delta H_{(II)} = -41.2 \text{ kJ/mole CO}$ [7]; compare grey/ blue hydrogen):

$$\begin{align*}
\text{(I)} \quad & \text{CH}_4 (g) + \text{H}_2\text{O} (g) \rightarrow 3 \text{H}_2 (g) + \text{CO} (g) \\
\text{(II)} \quad & \text{CO} + \text{H}_2\text{O} (g) \rightarrow \text{H}_2 (g) + \text{CO}_2 (g)
\end{align*}$$

Available process variations are

- steam reforming (SMR = Steam Methane Reforming),
- partial oxidation (POX), and
- dry reforming or autothermal reforming (ATR).

Hereby, the SMR and ATR process allow parts of the carbon dioxide formed during steam reforming to be separated from the synthesis gas mixtures, e.g. to render it inert by underground storage. This sequestration of carbon dioxide is also known as carbon capture and storage (CCS). The CCS process is only popular to a limited extent among climate protectionists.

An alternative process is the methane cracking (methane pyrolysis), revised by the IASS Potsdam and KIT Karlsruhe for the environmentally friendly and efficient production of hydrogen from natural gas (methane) in addition to graphite powder (compare turquoise hydrogen; $\Delta H_R = +74.9 \text{ kJ/mole CH}_4$ [7]):

$$\text{CH}_4 (g) \rightarrow 2 \text{H}_2 (g) + C (s)$$

In this case, small methane bubbles are placed from below into a column filled with molten tin. The cracking reaction takes place while they are rising in the liquid metal. The carbon is
deposited on the surface of the bubbles and, when the bubbles disintegrate, deposited as a powder at the top of the reactor. More than 75% of the methane can be converted into hydrogen at 1200°C. The process could take on the role of a bridging technology. With it, the energy potential of natural gas could be used in a more climate-friendly way. Thus, the integration of the clean energy carrier hydrogen into the energy system could be made easier [10].

Renewable energies are of course the most environmentally friendly source of producing hydrogen (compare green hydrogen; see Figure 2). In addition to biogas fermentation, biomass gasification or its pyrolysis (partly with reforming), the use of renewable electricity for water electrolysis is certainly the best alternative. Electrolysis processes are therefore particularly suitable for the climate-friendly production of hydrogen. The ecological rucksack of the individual conversion methods is decisive for the greenhouse gas reduction, but this also means that the amount of green hydrogen available via electrolysis is directly dependent on the amount of renewable electricity provided or its primary energy resources. Today these are essentially wind power, biomass and photovoltaics, or possibly also hydropower, solar thermal power plants and geothermal energy. In general, however, the demand for renewable electricity will increase significantly by 2100, presumably for reasons of growth of population and standards, the introduction of e-mobility, but also the needs of ecological transformation of technologies.

\[
\text{H}_2 \text{O} (l) \rightarrow 2 \text{H}_2 (g) \uparrow + \text{O}_2 (g) \uparrow
\]

(4)

However, electrolysis processes achieve efficiencies in excess of 70%. Here, water is split into its components hydrogen and oxygen. The process of producing hydrogen by electrolysis of water has been state of the art for over 100 years (chlorine-alkali electrolysis). Basically, three different types of electrolysis processes can be distinguished from one another according to the type of ion-conducting electrolyte, the operating temperature and the level of development:

- Alkaline electrolysis (AEL)
- Polymer electrolyte membrane electrolysis (PEMEL)
- High temperature electrolysis (SOEC)

Figure 2. Energy conversion steps of non-fossil, renewable hydrogen production [11].
Figure 3. Functional principles of electrolysis cells and various electrolysis processes [4].

The functional principle of each individual electrolysis cell and the reaction equations are shown in Figure 3. A comprehensive technology comparison between alkaline and PEM electrolysis is shown in Table 2.

Table 2. Technology comparison between AEL and PEMEL electrolysis [12].

<table>
<thead>
<tr>
<th></th>
<th>AEL</th>
<th>PEMEL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating temperature</td>
<td>60° - 80°C</td>
<td>50° - 80°C</td>
</tr>
<tr>
<td>System pressure</td>
<td>&lt; 30 bar</td>
<td>&lt; 40 bar</td>
</tr>
<tr>
<td>Current density</td>
<td>0.2 - 0.4 A/cm²</td>
<td>0.6 - 2.0 A/cm²</td>
</tr>
<tr>
<td>Cell voltage</td>
<td>1.8 - 2.4 V</td>
<td>1.8 - 2.2 V</td>
</tr>
<tr>
<td>Specific energy consumption</td>
<td>press. less: 4.3 - 4.6 kWh/ Nm³ H₂ pressure: 4.5 - 5.0 kWh/Nm³ H₂</td>
<td>4.9 - 6.7 kWh/ Nm³ H₂</td>
</tr>
<tr>
<td>Lower partial load range</td>
<td>20 - 40 %</td>
<td>0 - 10 %</td>
</tr>
<tr>
<td>Efficiency</td>
<td>62 - 82 %</td>
<td>67 - 82 %</td>
</tr>
<tr>
<td>H₂ production rate per stack/ system</td>
<td>&lt; 760 Nm³/h</td>
<td>per Stack &lt; 10 Nm³/h</td>
</tr>
<tr>
<td>Useful life</td>
<td>&lt; 90,000 h</td>
<td>&lt; 20,000 h</td>
</tr>
</tbody>
</table>

Every type of hydrogen has its potential leading export countries. Which provision path is preferred in the future from an ecological and economic point of view and which opportunities open up for Africa will be discussed in this publication.

Storage, Transport and Distribution of Hydrogen

Important further points in the logistics of the use of hydrogen should only be briefly addressed here. The storage of hydrogen, the transport and the distribution are often difficult due to the specific physical properties, e.g. with regard to compression, shelf life, corrosiveness, etc..

Figure 4. Types of hydrogen storage [13].
The storage concepts include the options to be seen in Figure 4. Some of those storage technologies are useful for transport of hydrogen, as well. So-called LOHC such as dibenzyltoluene are of special interest as pressure-less hydrogen carrier materials with high energy density. This technology can be applied as static storage or for transporting of hydrogen as well as after distribution as a mobile fuel.

Preliminary studies and initial field tests are being carried out currently in order to test the admixture of hydrogen in natural gas pipelines with the aim of long-distance transport.

Application Goals and Possible Supplier Countries

Power-to-Gas (PtG or P2G) is often referred to as the key technology of the energy transition, as it is the central coupling element between electricity and gas infrastructure, which enables the production of renewable gases and the storage of energy from RES resources on a large-scale volume realized over longer periods of time (Figure 5).

The hydrogen produced offers the possibility of storage in large quantities over longer periods of time (e.g. underground) and can later be converted back into electricity without CO₂ through cold (electrochemical) combustion using fuel cell technology. On the other hand, hydrogen can also be transported directly to the place of consumption or converted into methane beforehand by adding carbon monoxide or carbon dioxide. The process is known as methanation and is used, among other things, to store green methane in existing natural gas networks (compare Equation 1 and 2). In addition, the required CO₂ from biogas plants can be bound in the methanation process and thus does not get into the atmosphere.

Potential Hydrogen Suppliers

Each type of hydrogen has its potential supplier countries. Potential hydrogen suppliers differ according to the type of original energy source for hydrogen production. The transition from conventional energy sources to the hydrogen economy only makes sense if there are ecological relief effects. For this reason, the production of gray or yellow hydrogen on an industrial scale is not planned in the future. Table 3 shows the CO₂ emissions for each type of hydrogen production.

<table>
<thead>
<tr>
<th>H₂-origin</th>
<th>GHG average</th>
<th>Thereof upstream emissions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>kg CO₂/ kg H₂</td>
<td>g CO₂/ kWh</td>
</tr>
<tr>
<td>Gray</td>
<td>13.24</td>
<td>398</td>
</tr>
<tr>
<td>Blue</td>
<td>5.61</td>
<td>168</td>
</tr>
<tr>
<td>Green</td>
<td>0.88</td>
<td>26</td>
</tr>
<tr>
<td>Turquoise</td>
<td>6.1</td>
<td>183</td>
</tr>
</tbody>
</table>
The production of gray, blue and turquoise hydrogen is based on natural gas and is therefore not emission-free. This is due to the upstream emissions. Greenhouse gases are released into the atmosphere during the extraction, processing and transport of natural gas. Greenpeace Energy attributes 25 % of the total emissions (upstream chain and combustion/use) of natural gas to the upstream chain emissions [15].

The production of green hydrogen is also not completely without a negative effect on the CO₂ footprint. This is due to the upstream chain emissions in the manufacture of wind or solar systems as well as electrolyzers. The electrolysis with wind power produces 26 g CO₂ / kWh H₂ [15].

**Blue and Turquoise Hydrogen from Russia**

The import of natural gas from Russia offers a possible supply path for blue hydrogen. The natural gas is converted into gray - and then blue - hydrogen using SMR or ATR processes, in that the carbon dioxide produced is "captured" and stored underground. The process is known as carbon capture and storage (CCS). Similar to this underground storage of carbon dioxide the sub-surface storage of hydrogen in exhausted natural gas and oil deposits or natural structures is planned. However, Figure 6 shows one of the possible deployment paths.

The use of blue hydrogen represents the bridge into the hydrogen age. Due to the limited storage capacity underground, a comprehensive CCS application can lead to storage problems.

![Figure 6. Delivery path - blue hydrogen from Eastern Europe (Russia) [9].](image)

Another option for importing hydrogen is delivery by pipeline from Russia. This is CO₂-neutral turquoise hydrogen, which is created through the thermal splitting of methane (methane pyrolysis). Since no oxygen is involved in the fission process, only solid carbon is created as a by-product instead of the greenhouse gas CO₂. The largest natural gas supplier from Russia, Gazprom, is currently developing processes on an industrial scale. This means that the natural gas can be decarbonized in the immediate vicinity of the production source. The deployment path is shown schematically in Figure 7.

![Figure 7. Delivery path - turquoise hydrogen from Russia [9].](image)
**Green Hydrogen from Africa**

Due to the great potential for solar and wind energy as well as sufficient space for the development of RES, the German Federal Ministry of Education and Research BMBF relies primarily on cooperation with West and South Africa [16]. The Federal Ministry of Research has requested the “Hydrogen Potential Atlas”, which is to examine the areas of the African continent for the potential of production and export. Firstly, an interactive map is to be developed within the scope of this project, which has to show the most compatible locations for the construction of an infrastructure for the production of green hydrogen. Second, the project should then show through pilot projects how the export and sale of green-generated hydrogen can be organized most efficiently.

One of the possible hydrogen supply paths from Africa is shown in Figure 8. The idea is to produce hydrogen cost-effectively from wind and solar power in Africa, liquefy it for greater transport efficiency, store it in LH₂ tanks or LOHC, and ship it to Europe. Local deliveries can be made to the industrial sites in appropriate tanks by truck.

The solar and wind power plants as well as the electrolyzers are to be provided from Germany. The water required for electrolysis is to be obtained from the sea using renewable electricity by desalination. The plants for seawater desalination are also to be supplied from Germany.

**Figure 8.** Delivery path - green hydrogen from Africa [9].

**Green and Blue Hydrogen from the OPEC Countries**

The OPEC states, especially the Gulf countries and North Africa are the other potential hydrogen suppliers. These countries have the unique opportunity to no longer (only) supply Europe and the world with crude oil and natural gas, ultimately hydrocarbon fuels, but with pure CO₂-free hydrogen. This is possible from North Africa via the existing natural gas pipelines or from the Gulf countries using liquid hydrogen by tanker.

The Gulf countries are the ideal future manufacturer and supplier of green hydrogen because of the very inexpensive production of electricity from solar power plants. The enormous demand for green hydrogen for the sectors transportation, industry, households etc. cannot be produced easily from the sources available in Germany and Europe. In this way, the Gulf countries can already counter a possible drop in prices and the loss of importance of crude oil and natural gas due to the steadily increasing e-mobility and (over)compensate for this by supplying hydrogen [17].
Conclusions

Hydrogen can make a key contribution to decarbonization - it is a sustainable energy carrier whose combustion product is only water.

By 2050, as part of the German energy transition ("Energiewende"), there will be a considerable need for hydrogen for the provision of non-fossil fuels. However, the ecological relief effects of hydrogen (i) depend on the degree of conversion, but a significant decarbonization is only possible through the use of hydrogen (ii) if it is produced with low emissions. The currently ready-to-use gray hydrogen produces approximately 13 kg CO$_2$/kg H$_2$, while blue and turquoise hydrogen still produce approximately 6 kg CO$_2$/kg H$_2$ - due to the upstream chain emissions of natural gas and methane leaks [15]. Even the procurement of green hydrogen is not entirely without CO$_2$ pollution. Its emission factor of 0.88 kg CO$_2$/kg H$_2$ is due to the energy used in the upstream chain to produce its supply technology, e.g. wind power and PV systems plus electrolysers [15]. A complete examination of the ecological relief effects through the use of renewable hydrogen must be considered separately for each consumer, industry or process.

Currently, around 96% of the world's hydrogen is produced using fossil energy sources [18]. The future need for green hydrogen poses major challenges for the RES and electrolysis markets. According to forecasts, the green hydrogen volumes ultimately required from renewable sources cannot be made available on an industrial scale until 2040. As an interim solution, fossil-based hydrogen could be used, such as blue or turquoise hydrogen. The use of blue hydrogen must, however, be questioned critically because it requires an available CCS infrastructure, but CCS is socially not accepted. The turquoise hydrogen is an attractive solution, as the natural gas could be decarbonized directly in the vicinity of its production source. The only by-product is graphite, which can be stored or used industrially - without CO$_2$ emissions.

The future German demand for renewable hydrogen cannot be met only by German domestic production. In addition to its own production volumes, Germany needs a powerful but sustainable external energy policy, because even in the age of renewable energies there will be limited energy imports. The following import options should be considered:
(i) green hydrogen from West and South Africa,
(ii) blue and turquoise hydrogen from Russia and
(iii) green, maybe blue/ turquoise hydrogen from the Middle East/ North Africa (MENA).
These partnerships can help the partner countries set up the relevant structures and ensure that the imported energy can be generated sustainably and under socially just conditions. However, the partner countries' own supply of renewable energies must always have priority over exporting to Europe.
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Abstract. Vegetation cover provides shading and protects the soil beneath them from warming. Vegetation can be used as passive cooling technique that reduces the thermal load of a building. A numerical study has been carried out on laminar double-diffusive mixed convection in a green roof enclosure. The model is equipped with inlet and outlet openings for air removal while the left vertical wall is heated and partially saturated with water for indoor air humidification. The mathematical model is governed by the two-dimensional continuity, momentum, energy and concentration equations. Transfer equations are solved using a finite difference scheme and Thomas algorithm. The model was applied for the simulation of a building with green roof in Togolese climate conditions. Results showed that, the flow structure is a mixed convection type, but the isotherms et iso-concentration distributions reveal a vertical stratification of the temperatures and the relative humidity. To predict heat transfers inside the cavity, a correlation has been established for the estimation of the average Nusselt number as a function of the Leaf Area Index and Reynolds number under solar heat flux of 350 W.m\textsuperscript{-2}, the average in case of Togo. It was found that a larger Leaf Area Index reduces the solar flux penetration and therefore, reduces significantly heat transfer inside the enclosure and then stabilizes it temperature. For the LAI equal to 3, the indoor air fluctuates around 26°C and the relative humidity range is found to be 50\% - 60\% under solar heat flux of 350 W.m\textsuperscript{-2}.

Keywords: Leaf Area Index; Nusselt number; Sherwood number; passive cooling.

Introduction

Natural cooling techniques have been used over the centuries and their application has started to spread throughout the world, particularly in tropical regions where inside temperatures in buildings are far beyond the comfortable conditions. The introduction of mechanical air conditioning systems into the building, with their great energy expenditure, has become the standard alternative used to natural cooling. Many studies regarding this problematic are developed as ROOFSOL research project [1-4], which focused on the theoretical and experimental analysis of different roof solutions for cooling in arid region, mainly based on evaporative and radiative cooling principles. The green roof technique is also able to reduce the energy consumption and to improve the internal comfort in areas characterized by high temperature and irradiance values during the day [5-7]. With rapid urbanization, there has been high growth in population and building construction in cities. A high concentration of buildings actually raises many environmental issues, such as the Urban
Heat Island effect. The Urban Heat Island effect started mainly because of the loss of green areas in the urban environment. Plants when strategically placed around roofs can be considered a complement of urban greens. This natural solution also contributes to the thermal benefits in buildings and their surrounding environments. Greenery placed around buildings serves to reduce the surface temperature through direct shading of hard surfaces as well as cool the ambient air through absorbing solar heat for transpiration and photosynthesis. The shaded surfaces also emit less long-wave radiation due to lower surface temperature [8]. All these contribute to lowering energy consumption for cooling and mitigating Urban Heat Island effect in the urban environment. Many studies concerning the energy effectiveness of green roofs are based on the development of complex mathematical models [9-11] which involve an understanding of the characteristics of the vegetation and the substrate [12-14]. On the contrary, research which is based on the observation of monitoring data often refers to short periods of analysis and the results obtained, although of great interest for understanding the behaviour of the type of roof analysed, are difficult to extrapolate for other contexts and for other solutions. Furthermore, in most studies the green roof is considered as a single unit made up of plants and substrate and is always studied when there is the greatest density of vegetation, without bearing in mind that, unless it is a pre-vegetated green roof system, the vegetation takes time to develop after being installed and that the plants may die and the roof may have no vegetation for a certain period of time.

In West Africa context, green roof is not investigated or poorly investigated. So modeling a vegetalised roof should be useful for engineer in optimization of such a passive system in practical buildings. Therefore, the aims of this work are to analyse the impact of vegetation density on the dynamic of heat and mass transfer inside a vegetalised building under Togolese climate conditions. The green roof potential was explored through the determination of its effect on the Nusselt number and the indoor temperature fluctuations.

**Model description and assumptions**

The domain under analysis is as sketched in Figure 1, a square two-dimensional cavity under the influence of a gravitational field. The heat flux imposed at the top wall is a fraction of solar heat transmitted into the cavity by the planted roof.

![Figure 1](image_url)
The left vertical wall is partially heated and saturated with water. The bottom and the right vertical walls are assumed to be adiabatic. All side walls are impermeable. The inflow opening of size $e$ is located on the lower left vertical wall while the location of the equal sized outflow opening is at the top of the right vertical wall as shown in Figure 1. Fresh air is injected at low speed through the inlet opening in horizontal direction and then the polluted hot air eliminated from the outlet opening at the right side wall. In this paper, the planted roof model is characterized by the Solar Heat gain Factor (SHF) defined as the ratio of the transmitted solar energy into the interior of the enclosure (through the complex roof including the vegetation canopy, the substrate and the flagstone support) to incident solar energy. The previous studies [15] proposed a correlation to calculate SHF as a function of Biot number ($Bi$) and the Leaf Area Index (LAI).

$$SHF = \sigma \exp \left( -\frac{LAI}{\delta} \right) + \eta$$  \hspace{1cm} (1)

Where:

$$\sigma = 97.48257 \exp \left( -\frac{Bi}{3.27898} \right) + 8.07878$$

$$\delta = -0.19839 + 0.14606Bi - 0.00693Bi^2 + 0.00021Bi^3 - 2.916210^{-6}Bi^4$$

$$\eta = 1.98266$$

$Bi$ is the Biot number

Inside the enclosure, the governing momentum, energy and water vapour conservation equations have been presented for double-diffusive mixed convective flows driven by the combined effect of the internal buoyancy induced by temperature and concentration differences and the external mechanically driven forced flow from the inlet opening. The following assumptions are made in the analysis:

- The laminar airflow is two dimensional;
- Fluids are incompressible and isotropic;
- thermo physical proprieties of the fluids are assumed to be constant except the density which obeys the Boussinesq approximation;
- Viscous heat dissipation is neglected.

Under these assumptions, the dimensionless governing equations are written in terms of vorticity and stream function formulation.

The heat and mass transfer rates on heat and mass source walls are described by the Nusselt and Sherwood average numbers, respectively as follows:

- on the top wall

$$Nu_{av} = \int_0^1 Nu_1(X) dX$$  \hspace{1cm} (2)

where local Nusselt is calculated as follow:

$$Nu_1(X) = \left. \frac{1}{\theta} \right|_{Z=1}$$  \hspace{1cm} (3)

- on the left wall

Local Nusselt and Sherwood numbers are calculated as follows:

$$Nu_2(Z) = \left. \frac{1}{\theta} \right|_{X=0}$$  \hspace{1cm} (4)

$$Sc(Z) = \left. \frac{1}{C} \right|_{X=0}$$  \hspace{1cm} (5)

Reynolds number is defined as follow:

$$Re = \frac{u_0H}{v}$$  \hspace{1cm} (6)
Numerical procedure and code validation

Transfer equations with appropriate boundary conditions are solved numerically by using an implicit finite difference method. The Thomas algorithm is employed to solve the algebraic equations. The diffusion terms are approximated by the central finite difference scheme and the implicit procedure to discretize the temporal derivatives is retained.

![Flowchart](image)

Figure 2. Resolution flowchart
The determination of the optimum mesh which represents a compromise between the criterion of stability Thomas algorithm and Gauss-Seidel method and an acceptable memory occupation was carried out by analyzing the influence of several steps of space and time on the mean Nusselt and Sherwood numbers. The following time and spatial steps $\Delta t = 0.0025$ s and $\Delta X = 0.0025$ m, $\Delta Z = 0.0025$ m are respectively retained. Successive iterations were applied and the solution is considered satisfactory when the following convergence criterion is verified for each time:

$$
\sum \left| \psi_{i,j}^n - \psi_{i,j}^{n-1} \right| / \psi_{i,j}^n \leq 10^{-5}
$$

where $\psi$ is a stream function.

Figure 2 gives an overview of how the numerical resolution of the systems of algebrics equations associated with our problem is carried out. To ensure the convergence of the numerical solution to the exact solution, the grid size has been optimized, so results are independent of grid size. Furthermore, in order to verify the accuracy of our numerical procedure, we tested our algorithm based on the grid size 81x81 for a square enclosure with a discrete bottom wall heated and saturated with water. This computation of Sumon Saha [16] for mixed convection heat transfer inside a vented square cavity was validated and found to agree quite well. Similar distribution of streamlines is obtained as shown in figure 3.

**Figure 3. Comparison of streamlines with the results of Sumon Saha [16]**

**Results and discussion**

Results were obtained for mixed convective flow and the Reynolds number is determined by the inlet wind speed. The Leaf Area Index (LAI) is chosen as the main parameter for the study. Then, particular attention is paid to the effects of this governing parameter LAI on the indoor air mixed convection. The range of LAI values used for the simulations is $1 \leq \text{LAI} \leq 6$. The objective of this study is to examine the heat transfer and the fluid flow characteristics due to mixed convection inside a square vented enclosure with a constant heat source on the top wall which represents the planted roof. The resulting flow structure is analyzed to provide a fundamental understanding of the effect of the Leaf Area Index and Reynolds number on the flow, thermal and water vapour concentration fields. Important dimensionless parameters for the present study are Nusselt and Sherwood numbers, on which the effect of the LAI and the Reynolds number is studied. The flow structure, the heat and mass transfers in the cavity are given in terms of streamline, isotherms and iso concentration lines. Figures 4 and 5 showed the effect of Leaf Area Index on characteristics fields for different solar heat flux amount reaching the planted roof. The airflow is characterized by open lines and pockets of fluid formed at the lower part of the right insulated wall.
Streamlines and isotherm lines for $R_n(Z_R) = 200 \, W/m^2$

It can be seen from figure 4 that the natural convection effect is present but remains relatively weak for higher values of the Leaf Area Index since open lines characterizing the imposed flow are still slightly dominant. The lower recirculation zone spreads and thereby squeezes the induced flow path resulting in almost the same kinetic energy in the bulk induced flow as that of the inlet section. Convection heat transfer induces the growth of the recirculation cell resulting in the faster removal of heat and mass from the heat and water sources. When the buoyancy force increases with the increase of heat flux and concentration gradients, the recirculation zone begins to develop by absorbing thermal energy through induced forced flow. Thereby the squeezed induced flow covers the whole of the heat and water source at low LAI. Similarly, the effect of natural convection on the temperature and water vapour concentration distribution is characterized by the displacement of the isotherm, isoconcentration and isohumidity fronts throughout the cavity. But, since the induced flow sweeps over the heat and water vapour concentration level to the left upper corner of the cavity decrease indicating a better heat and water vapour transfer. As transfer numbers increase nonlinearly, isotherm, isoconcentration and isohumidity lines become higher and plume formation is profound, indicating a well-established natural convection double diffusive flow. In this case, heat conduction in the fluid becomes more important than convection heat transfer (isotherm lines of figure 4). Furthermore, the distributions of isotherms and isoconcentrations describe a vertical stratification of air temperatures and humidity.

---

Figure 4. Streamlines and isotherm lines for $R_n(Z_R) = 200 \, W/m^2$
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Isohumidity lines

LAI=2

LAI=6

Figure 5. Isoconcentration lines and isohumidity lines for $R_n(Z_R) = 200 \text{ W/m}^2$

Increasing in solar heat flux reaching on a building leads to intensify simultaneously heat and mass transfers between the hot walls and the air in the cavity. Thus, the local Nusselt and Sherwood numbers increase nonlinearly when the solar flux on the walls increases as shown in figures 6 and 7.

Figure 6. Effect of solar flux density on the variation of the local Nusselt number for upper wall of the cavity

For LAI equal to 3, figure 8 shows the variation in average temperature and relative humidity inside the cavity for different values of the solar flux density. This variation clearly indicates that the internal temperature undergoes very few fluctuations around 26 °C for solar flux of 350 W.m$^{-2}$ while the relative humidity rate is between 50% and 60%.
To promote the technique of the vegetated roof, it seemed useful to establish a relation between the average Nusselt number, the Reynolds number and the Leaf Area Index. This relationship could contribute, during the architectural design, to facilitate the modeling and optimization of the characteristic quantities of this kind of building. The density of the solar flux being very variable during the day, heat exchanges between the vegetated slab and the indoor air has been expressed in the form of a heat transfer correlation as a fuction of the LAI and the Reynolds number for a solar flux density of 350 W.m\(^{-2}\) which represents an average value in Togolese climate conditions. According to profiles obtained, a polynomial expression has been proposed and tested.

\[
Nu_{imb} = Nu_{0b} + \beta_0 \cdot (LAI) + \beta_1 \cdot (LAI)^2
\]  

Where:

\[
Nu_{0b} = 4.32328 + 0.01435 \cdot Re
\]

\[
\beta_0 = 0.01173 - 0.00008 \cdot Re + 1.7041.10^{-10}Re^2 - 1,1285.10^{-10}Re^3
\]

\[
\beta_1 = -0.09443 + 0.00567 \cdot Re - 3,5796.10^{-6}Re^2
\]

\[
\bar{\beta}_2 = 0.3248
\]
Table 1 presents the values of the coefficients $N_{ub}$, $\beta_0$, and $\beta_1$ for different values of Reynolds number. Values of the Reynolds number are calculated with increments in inlet air velocity to take into account natural and forced airflows in the cavity. The range of the Reynolds number $Re$ and the LAI are respectively: $100 \leq Re \leq 600$ and $0.5 \leq LAI \leq 7.5$.

Table 1. Values of coefficients as a function of the Reynolds number.

<table>
<thead>
<tr>
<th>Re</th>
<th>$N_{ub}$</th>
<th>$\beta_0$</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>5.65929</td>
<td>0.00546</td>
<td>0.45319</td>
<td>0.32516</td>
</tr>
<tr>
<td>150</td>
<td>6.50321</td>
<td>0.00332</td>
<td>0.65562</td>
<td>0.32513</td>
</tr>
<tr>
<td>200</td>
<td>7.08072</td>
<td>0.00201</td>
<td>0.91765</td>
<td>0.32502</td>
</tr>
<tr>
<td>250</td>
<td>8.0435</td>
<td>8.5E-4</td>
<td>1.00832</td>
<td>0.32523</td>
</tr>
<tr>
<td>300</td>
<td>8.74486</td>
<td>4.1E-4</td>
<td>1.38658</td>
<td>0.32488</td>
</tr>
<tr>
<td>350</td>
<td>9.45462</td>
<td>2.2E-4</td>
<td>1.41504</td>
<td>0.32454</td>
</tr>
<tr>
<td>400</td>
<td>10.0606</td>
<td>2.9E-4</td>
<td>1.61724</td>
<td>0.32499</td>
</tr>
<tr>
<td>450</td>
<td>10.6813</td>
<td>5.3E-4</td>
<td>1.72380</td>
<td>0.32435</td>
</tr>
<tr>
<td>500</td>
<td>11.39398</td>
<td>9.6E-4</td>
<td>1.85128</td>
<td>0.32488</td>
</tr>
<tr>
<td>550</td>
<td>12.1831</td>
<td>0.00108</td>
<td>1.92126</td>
<td>0.32441</td>
</tr>
<tr>
<td>600</td>
<td>12.99244</td>
<td>0.00152</td>
<td>2.02727</td>
<td>0.32506</td>
</tr>
</tbody>
</table>

The coefficients $N_{ub}$, $\beta_0$, and $\beta_1$ given in the Table 1 are correlated as a function of the Reynolds number whereas, because of its weak variation, an average value is estimated for the coefficient $\bar{\beta_2}$. As shown in Figure 9, acceptable agreement is observed between the prediction using the correlation and numerical values.

**Conclusion**

This work has shown mixed convective heat and mass transfer inside a square ventilated enclosure. The momentum equation is solved in terms of vorticity and stream function formulation. A numerical model based on an implicit finite-difference method was developed for discretizing time average Navier-Stokes equations. The Thomas algorithm and the Gauss-Seidel iterative method were used to solve the algebraic equations. The model was applied in the simulation of a végétalised building in hot-humid climate. The numerical investigation was carried out under Togolese climate conditions. Analysis of the flow structure obtained showed a mixed convection type, but the isotherms et iso-concentration distributions reveal a vertical stratification of the temperatures and the relative humidity. To predict heat transfers inside the cavity, a correlation has been established for the estimation of the average Nusselt number as a function of the Leaf Area Index and the Reynolds number under solar heat flux of 350 W.m$^{-2}$, the average in case of Togo. It was found that a larger Leaf Area Index reduces the solar flux penetration and therefore, reduces significantly heat transfer inside the enclosure and then stabilizes it temperature. For the LAI equal to 3, the indoor air fluctuates around 26°C and the relative humidity range is found to be 50% -
60% under solar heat flux of 350 W.m\(^{-2}\). It is clearly proved that the foliage density and hence the vegetable canopy type selection greatly influence heat transfer inside green roof building.

Figure 9. Regression curves of the coefficients as a function of the Reynolds number

**Nomenclature**

- \( \nu \) Kinematic viscosity (\( m^2.s^{-1} \))
- \( \Theta \) Nondimensional temperature (-)
- \( \Psi \) Nondimensional stream function (-)
- \( \tau \) Nondimensional time (-)
- \( B_i \) Biot number (-)
- \( C^* \) Nondimensional concentration (-)
- \( e \) size of inlet and outlet (m)
- \( H \) height of the cavity (m)
- \( L \) width of the cavity (m)
- \( \text{LAI} \) Leaf Area Index (-)
- \( N_u(X) \) Local Nusselt number (-)
- \( N_u(Z) \) Local Nusselt number (-)
- \( Nu_{av} \) average Nusselt number (-)
- \( Rn(Z_R) \) Solar heat flux (\( \text{W}.m^{-2} \))
- \( R_e \) Reynolds number (-)
- \( S_c(Y) \) Local Sherwood number (-)
SHF  Solar Heat gain Factor (-)  
\( x, z \) coordinates (m)  
\( X, Z \) Nondimensional coordinates (-)
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Minimization of the electric energy in systems using ultra-high density magnetic storage

PAKAM Tchilabalo¹, A. Adanlé Adjanoh¹

¹Laboratoire Matériaux et Energie Renouvelable et Environnement (LaMERE), University of Kara, Togo.

Abstract. We present an optimization of the thickness of the magnetic layers that serve to record the information of the daily need in order to minimize the useful electrical energy. The study provides details on the energy activation and distribution of the energy barriers in the samples of thickness $t_{Co} = 0.7$, 0.8 and 1 nm. We find that distribution of the energy barriers $E_a$, its distribution width $\sigma_w$, the real activation field $\mu_0 H_r$ are lowest in the sample of thickness $t_{Co} = 1 \text{nm}$, hence this sample allows to use less electrical energy for information recording.

Keywords: Width of distribution of the energy barriers, information recording, electrical energy minimization.

Introduction

The evolution of the digital economy and the use of ferromagnetic materials in ultra high density information storage has given rise to interest in these materials in recent decades for researchers. Research on these materials is oriented either towards the understanding of very fundamental mechanisms, or towards important perspectives for applications such as ultra high density storage [1,2]. In fact, the writing of elementary information is traditionally done by applying a magnetic field pulse [3]. The field and energy required to create a first magnetization reversal are called the activation field and activation energy, respectively. But the activation energy is not single in a real sample. In this case the simple activation energy is replaced by a distribution of energy barriers [10]. The lower the distribution of energy barriers, the less electrical energy is needed for the storage of information. Therefore, perfect control and optimization of these parameters controlling the distribution of energy barriers in order to reduce this energy as much as possible, is essential in order to minimize the electrical energy required for this effect. Some works has been devoted to the activation energy [3,4,5,6] but did not discuss the effect of the thickness on the distribution and the width of the energy barriers in the samples. This paper has the particularity of showing that the thickness of the magnetic layers have an influence on the width of the distribution of energy barrier, hence on electrical energy.

Material and Method

Sample and Structural Characterizations

Si(100) substrate is beforehand cleaned by ultrasounds in an acetone bath. After the cleaning, this substrates is thermally oxidized in a furnace at 1200°C during 2 hours. This time is sufficient for the formation of an oxide layer on the silicon surface substrate.

Au/Co/Au films were prepared by electron beam evaporation in an ultrahigh vacuum chamber, with a base pressure about of $10^{-9} \text{ Torr}$ and approximately $10^{-8} \text{ Torr}$ during
deposition on SiO2, at room temperature. On Au film, cobalt layers with thicknesses (t_{Co}): 1, 0.8 and 0.7 nm are then deposited [11]. At finally a second Au layer with a thickness about of 5nm is deposited on top of the cobalt layers. The (111) texture of the Au buffer layer suggests, in each case, a possible epitaxial growth of the cobalt layer with the Hexagonal Close-Packed (0001) structure [7,8,9].

**Magnetic investigation**

Magnetic hysteresis loops, at a field sweep rate of \( \frac{d\mu_0H}{dt} = 1.2 \, \text{mT} \), were recorded at room temperature (RT) by polar magneto-optical Kerr effect magnetometry (PMOKE) using a He-Ne laser (\( \lambda = 633 \, \text{nm} \)). On the hysteresis loops we measured the coercive fields \( \mu_0H_c \) and the nucleation fields \( \mu_0H_n \). Table 1. shows magnetic quasi statistic parameters deduced from the hysteresis loops of the three samples [4].

<table>
<thead>
<tr>
<th>( t_{Co} ) (nm)</th>
<th>0.7</th>
<th>0.8</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_0H_c ) (mT)</td>
<td>31.60</td>
<td>29.20</td>
<td>26.50</td>
</tr>
<tr>
<td>( \mu_0H_n ) (mT)</td>
<td>27.4</td>
<td>24.9</td>
<td>23</td>
</tr>
</tbody>
</table>

**Magnetization Reversal**

- **Average activation energy**

The energy needed to reverse magnetization can be expressed in the following way [3,5] :

\[
W(H) = E_a - M_sV_B(\mu_0H) \tag{1},
\]

and the time \( t_{1/2} \) corresponding to the time at the end of which the sample is demagnetized, is expressed following Arrhenius law :

\[
t_{1/2} = t_0\exp\left(\frac{E_a - M_sV_B(\mu_0H)}{K_BT}\right) \tag{2}
\]

Where \( E_a \) is average activation energy at zero field, thermal energy required to initiate the magnetization reversal in the absence of the field, \( M_s \) is the saturation magnetization and \( V_B \) is the Barkhausen volume (the magnetization volume that reverses during a single activation event). The fitting of experimental dots of \( t_{1/2} \) vs \( \mu_0H \) and their adjustment by eq (2) allows to have the values of \( t_0 \), \( E_a \) and \( M_sV_B \) for different samples represented on figure 1. And in table 2 [4].
According to the work of A. Adanlété Adjano, R. Belhi [10,11], the weakness of $E_a$ confirms the fact that the magnetization reversal in these samples is mainly done by domain wall motion in the sample. In a real sample the magnetic domains have a dendritic structure as shown in image of fig. 3. This indicates that an activation energy would not be single in the sample. In this case the simple energy barrier is replaced by a distribution of energy barriers, characterized by a width $\sigma_w$. Bruno et al. [3] showed that if one assumes a square distribution of the energy barriers, the maximum slope of reduced magnetization $m(t)=(M(t)+M_s)/2M_s$ represented as a function of $\ln(t)$ is inversely proportional to the width $\sigma_w$ of the distribution of the activation energy barriers:

$$m(t) = -\frac{K_B T \ast \ln t}{\sigma_w}$$

The relaxation curves ($\tau$) vs ($\tau$) and their fittings using Eq.(3) for the layer of 1nm are presented on fig.2.
Results and discussions

Width of the distribution of the energy barriers

By analyzing the shapes of the curves and their fittings we can write this:

\[
\text{For } \ln t \in [-\infty, 0]; m(t) = \text{cte} = 1 \quad (4)
\]
\[
\text{For } \ln t \in [0, b]; m(t) = \alpha \ln t + \beta \quad (5)
\]

With \(\alpha\) and \(b\) values depending on the applied field and \(\beta\) a constant.

At the start of the reversal, the magnetization keeps its saturation value for a period of time (Eq.1), after this demagnetization is almost linear with a negative slope which depends on the field \((\mu_0 H)\) applied.

Using the linear fittings and Eq.(5), We determine the value of \(\beta = 1.\) \(\sigma_w\) Depends on applied field [13]. Then \(\alpha\) Inversely proportional to \(\sigma_w\). Let’s take \(\alpha = -\frac{K_B T}{\sigma_w}\), a negative slope due to decreases in the lines; we can then rewrite the eq. (5) as following:

\[
m(t) = -\frac{K_B T \ln t}{\sigma_w} + 1
\]

From this relation we can determine the demagnetization time \(t_{1/2}\) such that

\[
\frac{1}{2} = -\frac{K_B T \ln(t_{1/2})}{\sigma_w} + 1
\]
Which implies:

\[ t_{1/2} = \exp \left( \frac{\frac{1}{2} \sigma_w}{K_BT} \right) \] (7)

Now let us recall the expression of \( t_{1/2} \) that follows Arrhenius’ law in Eq. (1):

\[ t_{1/2} = t_0 \exp \left( \frac{\bar{E}_a - M_s V_B (\mu_0 H)}{K_BT} \right) \]

Whith \( \bar{E}_a \) the average of activation energy.

By equalizing the two relations (1) and (7) we end up with the expression for the width of the energy barrier:

\[ \sigma_w = \sigma_{w_0} - 2\mu_0 M_s V_B H \] (8)

With

\[ \sigma_{w_0} = 2(\bar{E}_a + K_B T \ln t_0) , \] (9)

corresponding to the width of the distribution of the energy barriers at zero field.

This relation (Eq.(8)) shows that \( \sigma_w \) decreases as the applied field increases, which is in perfect agreement with the experimental measurement of \( \sigma_w \) in the sample of 1nm thick. With Eq. (7), we can calculate the value of \( \sigma_{w_0} \) for the three samples. We notice that by using \( t_0 = 10^4 \) we get high values of \( \sigma_{w_0} \) compared to those measured experimentally [10].

This leads us to think about the real value of \( t_0 \) in a real sample. Taking into account the dendritic form of the domains observed experimentally, the magnetization reversal curves for theses samples can be described by the compressed exponential form [11]:

\[ m(t) = \exp \left[ - \left( \frac{Rt}{\tau(k)} \right)^{\beta} \right] \] (10)

Where R is the nucleation rate and \( \tau(k) \) a parameter inversely proportional to \( k \) which designates the competition between the nucleation and the propagation of magnetic domains and \( \beta \) a fractional exponent between 1 and 3.

From the relation (10) we deduce another expression of \( t_{1/2} \) :

\[ t_{1/2} \approx \frac{\tau(k)((n/2)^{\frac{1}{\beta}})}{R_o} \exp \left( \frac{\bar{E}_a - M_s V_B (\mu_0 H)}{K_BT} \right) \] (11)
Hence by identification of Eq.(11) with Eq.(1), we get the prefactor as \( t_0 \equiv \frac{\tau(k)(ln2)^{1/\beta}}{R_o} \). Using this expression of \( t_0 \) with the values of its parameters measured [11] and recorded in table.3:

**Table 3.** Data of the parameters of magnetization reversal compressed exponential form

<table>
<thead>
<tr>
<th>( t_{Co} ) (nm)</th>
<th>0.7</th>
<th>0.8</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta )</td>
<td>1.41</td>
<td>1.73</td>
<td>1.49</td>
</tr>
<tr>
<td>( R_o(S^{-1}) )</td>
<td>2x10^{-5}</td>
<td>3x10^{-5}</td>
<td>8.63x10^{-6}</td>
</tr>
<tr>
<td>( \tau(k) )</td>
<td>5.5x10^{-4}</td>
<td>8.7x10^{-4}</td>
<td>2.4x10^{-4}</td>
</tr>
</tbody>
</table>

We obtain the values of the width at zero field \( \sigma_{w0} \) recorded in the table .4

**Table 4.** Values of the Width of the distribution of energy barriers in each

<table>
<thead>
<tr>
<th>( t_{Co} ) (nm)</th>
<th>0.7nm</th>
<th>0.8nm</th>
<th>1nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma_{w0} ) (meV)</td>
<td>435.01</td>
<td>799.84</td>
<td>420.63</td>
</tr>
</tbody>
</table>

We notice that these values are in perfect agreement with the values found by linear fitting in the 1nm thick layer and are low compared to that found for in multilayers \((PtCo)_{3}\) [6]. And that the value of the width of the distribution of the energy barrier, when no field is applied, is generally low in all thicknesses and the lowest value is obtained in this thickness of 1nm as shown fig.3. This means that it is easier to reverse the magnetization in the thickness of 1nm than 0.7nm and 0.8nm ; which makes it possible to save energy in the latter. The high value within 0.8nm can be explained by a high defect rate in this sample. These defects slow down the magnetization reversal process [10] ; hence this increases the width of the distribution of the energy barries in the sample.

**Figure 3.** Width of the distribution of the energy barriers in each sample of thickness \( t_{Co} \)
Activation Energy barriers in a real sample

Activation fields in a real sample is the field $\mu_0 H_r$ that must be applied to completely remove the width of the energy barrier distribution, i.e. to cancel the width of the barrier in a sample. From this definition we can then write:

$$\sigma_{w_0} - 2\mu_0 M_S V_B H_r = 0$$ (12)

We find respectively $\mu_0 H_r = 16.19\text{mT}$, $\mu_0 H_r = 15.80\text{mT}$ and $\mu_0 H_r = 10.04\text{mT}$ for the thickness $t_{Co} = 0.7\text{nm}, 0.8\text{nm}$ and $1\text{nm}$. These values compared to those of the coercive field $\mu_0 H_c$ in table 1., are lower in the three cases, what shows that the magnetization reversal is well initiate in the real sample before it is demagnetized. The lowest value of $\mu_0 H_r$ is found in the sample thickness $t_{Co} = 1\text{nm}$. It shows that magnetization reversal (the writing of elementary information) would not need enough electrical field ; therefore this sample will need less electrical energy.

Distribution of energy barriers

The distribution of energy barriers can be framed as follows [13]:

$$E_a - \frac{\sigma_{w_0}}{2} \leq E_a \leq E_a + \frac{\sigma_{w_0}}{2}$$ (13)

where $E_a$ is the average activation energy in the sample, assumed to be equal to that found in table 2. Using the Eq.(13) and Eq.(10), we get the following relation:

$$-K_B T \ln t_0 \leq E_a \leq 2kE_a + K_B T \ln t_0$$ (14)

On Fig 4. We show the distribution graph of the energy barrier in each sample.

![Figure 4. Distribution graph of the energy barrier in each sample](image)

We find respectively the margins: $-72.38 \text{meV} \leq E_a \leq 362.62 \text{meV}$, $-70.72 \leq E_a \leq 729.12$ et $-71.91 \leq E_a \leq 348.71$ for thicknesses $t_{Co} = 0.7\text{nm}, 0.8\text{nm}, 1\text{nm}$. It is clear here...
too that the distribution margin of the energy barrier in the sample of thickness \( t_{Co} = 1\text{nm} \) is smaller. This shows that reversing the magnetization in the sample \( t_{Co} = 1\text{nm} \) will require less electrical energy; so less electrical energy for information storage.

**Conclusion**

We have shown through this article the effect of the thickness of the magnetic layers of cobalt on the distribution of the energy barrier and therefore on the saving of electrical energy in the storage of information in these media. We theoretically calculated, the distribution of the energy barrier \( E_a \), its distribution width \( \sigma_w \) and the real activation field \( \mu_0 H_r \), and saw that all are different and weak in each thickness \( t_{Co} = 0.7\text{nm, 0.8nm and 1nm} \). Moreover, the smallest value of these parameters are found in the layer of thickness \( t_{Co} = 1\text{nm} \). Therefore, this state that the writing a bit of information in this thickness of 1nm would require less magnetic field. Hence the storage of information in cobalt thickness of 1nm would require less electrical energy.
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Abstract. A demand-response model was developed in the Automation Technology Laboratory at the Velbert/Heiligenhaus Campus (CVH) of Bochum University of Applied Sciences, in which energy users in the manufacturing sector are networked with a smart grid via a cloud platform in order to control production based on the supply of renewable energies.
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Introduction
Due to the increasing scarcity and thus price increase of energy, companies active in production are already under pressure to increase the resource efficiency of their production facilities. In the interaction between energy producers and users, data exchange enables optimized use of the available energy in order to minimize the reserve to be held from conventional energy sources [1]. As the specific energy consumption is constantly reduced, but at the same time the economy and thus also the manufacturing industry is growing, there is a need for further action with regard to the energy efficiency of production in order to counteract this rebound effect [2]. In order to provide manufacturing SMEs with a basis for analyzing their energy consumption in relation to the product produced and the operating resources from both an energy and productivity point of view, it is necessary to develop a manageable solution [3]. Such a manageable system for a demand response scenario, in which production and consumption of energy is balanced [4] was developed in the Automation Technology Laboratory at the Velbert/Heiligenhaus Campus (CVH) of Bochum University of Applied Sciences, in which energy users in the manufacturing sector are networked with a smart grid via a cloud platform in order to control production based on the supply of renewable energies.

Concept of the Demand-Response Architecture
The demand response model contains a smart grid model (SGM), a production facility and a cloud platform. The SGM illustrates an intelligent energy network with various electricity generators and consumers. This included both hardware and software components. The group of generators on the SGM is made up of one conventional component (a conventional power plant) and two renewable energy sources, a wind turbine and a photovoltaic farm. The group of consumers is represented by a cluster of houses. All these components are interconnected on the model. The connections are LED strips that can light up both green and red. Green stands for renewable energy and red for conventional energy. The wind turbine on the model has a motor, which can be used to illustrate the wind speed. The LED strips and the wind turbine are controlled by an Arduino, which adjusts the color and rotation speed via PWM.
The smart factory model is a system from Festo Didactic. This model consists of a conveyor belt and pneumatic actuators. A sorting task is carried out as an example application. The control system is a RevolutionPi (RaspberryPi in an industrial housing) with a CoDeSys PLC Runtime.

Both parts of the demand response model, i.e., the smart grid model and the production system, are connected via OPC-UA to an edge gateway, which sends the energy data to a cloud platform from the company EXOR. The demand-response application then runs on this cloud platform. The following scenarios were developed as part of the work: When a production order is to be started, it is calculated within the cloud platform whether sufficient renewable energies are available. If this is the case, the PLC receives the signal to start the sample application. If not enough renewable energy is produced in the smart grid model, the person responsible for production receives this information and can then decide, based on the importance of his order, to start production anyway or to wait for better availability of renewable energy sources.

![Figure 1. The demand response scenario.](image)

**Development of the Smart Grid Model**

The SGM is a model of a city that uses electricity from conventional power plants when the electricity from renewable sources is not sufficient to supply the city. The wind turbine is not a real wind turbine in this sense, since it is driven by a motor and thus does not produce energy. It is only meant to serve as a visual object and simulate the energy generated from wind power. The model of the solar plant consists of models, which are supposed to represent solar panels. A brightness sensor is attached to one of these angles. This is connected to both the Arduino and the Raspberry Pi via its I²C interface and supplied with 3.3V voltage. Furthermore, a halogen lamp is mounted on SGM, which can be dimmed by minimizing the voltage supply. This allows to simulate the generation of photovoltaic energy.

On SGM the consumption distribution is displayed by means of LEDs. These LEDs are RGB LEDs, so that they can shine green as well as red. The red LEDs symbolize the coverage of consumers by conventional power generation, and the green LEDs symbolize the coverage by renewable energy sources.
For the representation of the energy production a simulation was developed, which represents a daily expiry, with time-of-day dependent consumption by dwellings and energy production by the renewable sources described above. Thus, at different times of the day there is sometimes a surplus of renewable energy and sometimes the supply is covered exclusively by conventional energy. Depending on the energy distribution within the grid, the LEDs are switched to visualize the status.

The OPC UA server should make it possible to simulate the simulation state and simultaneously switch consumers in the model on and off. For control purposes, the OPC UA Server therefore provides three control variables and also releases the state of the simulation to the outside:

- sim_mode_enabled This variable of type Boolean can be used to select between simulation and manual control modes.
- time This variable of type int can be used to set a time between 0 and 23 o'clock.
- producing This variable of type Boolean can be used to control whether an additional consumer (e.g., an industrial plant) is to be switched on or off in the model.
- excess_power (Surplus) renewable energy available in the grid.
- power_production Total energy provided, both renewable and conventionally.
- renewable_power Renewable energy produced.
- sun_power Energy produced by the photovoltaic park. used_power Commuted energy of all consumers. wind_power Energy produced by the wind turbine.

**Figure 2.** The smart grid model.

**Development of the Production Model**

The model of the smart factory to be controlled is an electropneumatic system with actuators and sensors from Festo. The core task of the system is the separation of workpieces with metal cores from workpieces without metal cores.

The core of the system is a conveyor belt that can be moved in both directions at two speeds and is equipped with a light barrier at both ends. At point 1, there is a magazine for workpieces, which is equipped with a light barrier and into which a pneumatic cylinder for pushing out is integrated. At station 2 there is a light barrier, an inductive sensor and a pneumatic cylinder that can pull workpieces down from the assembly line onto a ramp. There is also a light barrier in the ramp.
The process sequence for a workpiece is as follows: If there is at least one workpiece in the magazine, it is pushed onto the conveyor belt by the pneumatic cylinder. When the workpiece has been completely pushed out by the cylinder, the cylinder retracts, and the conveyor belt moves at the higher of the two speeds in the direction of station 2. If the light barrier is interrupted at station two, the conveyor belt speed is reduced so that the workpiece is moved slowly along under the inductive sensor. If a metal core is detected in the workpiece, it is pushed into the chute by the pneumatic cylinder and the conveyor belt is then stopped. If the light barrier is released again without a metal core being detected, the workpiece passes through the light barrier at the end of the conveyor, whereupon the conveyor stops.

The start button starts the production of one or more workpieces. If there is not enough renewable energy supplied by the smart grid model, the start button also confirms that you want to manufacture despite the lack of renewable energy. During production, the LED of the start button lights up. By pressing the Stop button, production in automatic mode ends after the current workpiece.

The left lamp Q1 lights up if there is not enough renewable energy. The right lamp Q2 lights up if a start of production has been requested despite insufficient renewable energy and this must be confirmed by a renewed start command.

For the control of the Festo plant a Revolution Pi Core 3 is used, which has a CoDeSys installation as PLC runtime.

The OPC server within the CoDeSys runtime delivers six variables to the edge gateway:

- **StartSignalFromCloud** has the same effect as pressing the start button on the line. If the variable is set to True while enough renewable energy is available, the production starts, if not enough renewable energy is available, the variable has to be set to False and then again to True to start the production process. (Data type Bool)

- **StopSignalFromCloud** has the same effect as pressing the stop button on the system. In automatic mode the production is set according to the current workpiece. (Data type Bool)

- **NeededPowerInKW** denotes the continuous power that the plant consumes in the production process. (Float data type, value 200)

- **EnoughRenewableEnergy** represents whether the currently available power from renewable energy is greater or less than the power required by the plant. (Data type Bool)

- **NumToProduce** is the number of parts to be produced in sequence by the plant in automatic mode. For each produced part this variable is reduced by 1. (Data type INT)
• IsProducing indicates whether the system is currently producing and thus consumes energy. (Data type Bool)

Figure 3. The smart factory model.

**Implementation of the Cloud-Solution**

The energy data from the smart grid and they will be connected via an OPC UA connection to an edge gateway, which will evaluate the relevant data and make it available on the cloud platform via MQTT. Within the cloud platform, the corresponding calculations for the demand response scenario must be performed. In the specific use case, the required power of the production plant should be compared with the given power of the smart grid plant for this purpose. As long as the smart grid provides enough power from renewable sources for production, the variable "EnoughRenewableEnergy" in the production plant should be set to "TRUE". For this purpose, a graphical view is created, and a number field is inserted in it via the "Widget Gallery". The number field is first connected to the variable "Excess_Power" To execute the calculation on every data change, an "OnDataUpdate" event is created, which triggers a JavaScript.

Now these variables can be assigned to the tags of the gateway by mapping. To do this, a tag list of the created device can be opened in the web interface. Then the tags can be assigned from the tag list to the variables in the mapping using drag-and-drop. Various settings can then be made, e.g. whether the variables are only available for read access or also for write access. Once all tags have been assigned, the mapping can be saved.

The variables loaded into the cloud and calculated there can be visualized under "Dashboards" within the cloud platform. Various layouts can be specified here via the "Gallery", which can then be filled with text and number fields, for example. Either fixed values can be assigned to the individual elements or a link can be created with the tags. A link can be created by dragging and dropping the tags from the "Devices" list into the "Value" field of the respective element. Once all settings are complete, the dashboard can be saved. It can then be found via the "Dashboard" menu item and viewed with live values at any time via the "Eyes" icon.
Conclusion

The developed model shows a simple implementation of a demand response scenario to adapt the energy demand of a production to the availability of renewable energy. Standard technologies like CoDeSys PLC, OPC-UA and MQTT as cloud connection provide simple and manageable solutions to overcome the silo boundaries between energy production and consumption.
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Abstract. To achieve climate goals and contain further global warming, it is inevitable to reduce CO\textsubscript{2} emissions especially in energy consumption. A way to do so is by integrating renewable energy sources (RES) into an energy system’s power generation. However, there is no standard procedure to decarbonise a locally restricted system. Therefore, the various local conditions have to be analysed and taken into consideration.

The authors propose a model-based approach to decarbonise the energy system of the island Föhr, Germany. This includes various collected data sets on local conditions such as climate data and heat and power demand. The data is used to represent the island’s energy system and design a model-based solution in a simulation software.

The authors identify potentials by comparing costs and revenues by addressing the deployment of different RES technologies. One finding is that heat generation causes 91\% of CO\textsubscript{2} emissions making it the major producer. However, with the designed solution, emissions could be reduced to a third.
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Introduction

The climate change becoming more and more perceptible, decarbonisation of energy systems is a topic of interdisciplinary interest. This paper approaches the complex problem as a case study by looking at the island Föhr, located in northern Germany in the North Sea.

Characterised by a strongly fluctuating population and therefore varying energy demand throughout the year, the island has lots of potential for efficiently harmonising power generation and consumption.

The island’s municipal administration aims for a nearly CO\textsubscript{2}-neutral energy cycle. Thus the extension of renewable energy sources and a more distributed generation are required. Föhr’s municipal administration reached out to TH Wildau to conduct a holistic study on the topic of decarbonisation, especially focusing on reducing CO\textsubscript{2} emissions caused by electricity and heat sector. Previously, both sectors only have been considered individually. Results of this project are being presented and taken into account in this paper. Decentralizing an energy system accounts for major difficulties regarding system reliability and security due to fluctuations of the availability of renewable energy sources [1]. A solution for the decentralization and distributed generation of energy is the application of smart grids [2]. Hwang et al. [3] proposed a renewable-energy-based smart grid system on Gapa island, South Korea. However, with a maximum demand of 224 kWh and 281 residents, the island is 28-times smaller than Föhr, so results are not entirely transferable. For the utilization of the
renewable energy sources and the implementation of a smart grid system, local conditions have to be taken into account. Within the framework of the case-study, this paper presents a model-based decarbonized system for the island Föhr.

Related Works

For a model-based approach of decarbonizing an energy budget, islands or isolated regions are particular suited due to their clearly defined boundaries. Hence, they can often be found as case studies [4].

However, due to a wide variety in local conditions such as climate, energy demand or local policies, a standardized solution is not feasible. Tarasov [5] presents a methodological approach for decarbonizing isolated energy systems. These are characterized by extreme climate conditions which exclude the installation of wind and solar energy.

In contrast, Pascasio et al. [6] present a hybrid energy system for Philippine off-grid islands. Utilizing wind and solar energy, alongside with diesel generators and battery packs. The authors consider installation sites, costs and profits and show a reduction in emissions of 61.38%.

With the progress or further expansion of renewable energies, decentralized energy generation structures are emerging. However, there are some challenges such as uncertainty of generation output and unbalanced system conditions. A solution to that is implementing smart grids [7].

Case Study

Overview

With a surface area of about 82 km² and a longitudinal expansion of 12.5 km, the island Föhr is located in the far north of Germany close to the Danish-German border. It is surrounded by the Wadden Sea, part of the North Sea and UNESCO World Heritage. This results in roughly 200,000 tourists per year that visit the island. Figure 1 shows an aerial image of the island.

![Aerial image of Föhr](image.jpg)

**Figure 1.** Aerial image of Föhr

The large number of tourists contrast strongly to Föhr’s population of 8,248 inhabitants (2018) [7]. Thus, the amount of people residing on the island varies strongly throughout the year. The peak of the population is reached during the summer in July and August with an additional percentage of inhabitants from 100 to 120 %.

Electrical energy is provided by the local distribution system operator, using a submarine cable as a connection to the mainland. In addition, a cable connection to the neighbouring island Amrum exists.
The initial data for that is the island’s resident population plus the number of overnight visitors, both in 2018. The numbers remained constant compared to the previous year’s record result [8]. Due to seasonal fluctuations, the number of tourists varies throughout the year with a peak in the summer months. Since tourists are having a significant impact on the island’s economy, they can be considered as additional inhabitants. These so called population equivalents are calculated from the tourist figures. However, only overnight stays were considered. It is assumed that one overnight stay is equivalent to one resident per day.

From 1.86 million overnight stays are resulting 5,095 population equivalents by tourists per year. These annual population equivalents are only of limited use, since the number of tourists fluctuates over the year. The overnight stays were distributed over the months of the year. As basis for the calculation the overnight stays in the whole of Schleswig-Holstein were used and thus a percentage share was obtained for each month. This was then applied to the total overnight stays on the island Föhr and from this the tourist population equivalents are calculated.

Data Acquisition

Electric Energy Demand

Since the island’s specific power consumption was unclear, numbers had to be calculated using national averages for electricity consumption in Germany in 2018. The main sectors are industry (43.9 %), residential (i.e. private households, 24.9 %), commercial (29 %) and transportation (2.2 %).

For private households, there is a per capita consumption of 1,550 kWh [9] which makes for Föhr’s 8,248 inhabitants a total residential/household demand of 12.78 GWh. For calculating the total demand, the national average from the gross electricity consumption per person was used, which is 7,274 kWh for all sectors. In figure 2, an overview of the calculated average electricity demand per month in kWh, with a maximum of 3,680 MWh in July, is given.

Heat demand

The term heat demand refers to the need for space heating and hot water. In 2018, the heat demand of an average household in Germany for hot water was 2608.38 kWh. Multiplied by the 3,916 households on Föhr this results in a demand of 10.21 GWh for hot water per year for the household sector. More differentiated statistics are available for the energy demand for space heating [10]. The number of different households on Föhr is derived from the absolute numbers of households on Föhr-Amrum, and was extrapolated down to the island of Föhr under the assumption that the distribution is the same. With the help of these figures, a space heating demand of 52.06 GWh per year for the household sector on Föhr could be determined.

Figure 2. Total electricity demand per month
The heat demand for the commercial sector could only be estimated by using the statistics from the Federal Environment Agency from the year 2017 [11]. Thereby, the total consumption figures of the sectors were put into relation as a percentage. This results in the commercial sector having about 41.47% of the space heating demand and 18.01% of the domestic hot water demand. Thus, the annual demand for the tertiary sector was calculated to be 21.59 GWh for space heating and 1.84 GWh for hot water.

To include tourists into the calculation, initially the heating degree days were analysed from the nearest weather station on the island of Sylt. The heating limit was set at 15 degrees Celsius, meaning when the outside temperature is lower, the day is considered a heating day.

In the heat sum, the respective difference between the outdoor temperature and the heating limit were added for each day [12]. In relation to the total heat sum, a percentage of the heating demand per month can be determined in relation to the year. These percentages are multiplied by the space heating demand of the households to obtain the monthly space heating demand. The number of inhabitants on Föhr was used to downscale this demand to one person. This was a step to determine the demand for tourists with the help of the population equivalents for the tourist’s sector.

To calculate the tourist’s energy demand for hot water, the demand for households was divided by the number of inhabitants, resulting in a demand per person per year. This value was multiplied by the monthly population equivalents of the tourists to establish their energy demand for hot water.

Figure 3 shows the calculated heat demand per month. There is a basic demand for hot water throughout the year which is increasing in summer due to the tourists. Additionally to the basic demand, the demand for space heating is added up, mostly in winter. The island’s total heat demand was calculated to be 109.67 GWh per year with the tourism sector making about a quarter of it.

![Figure 3. Total heat demand per month in kWh](image)

**Analysis of RES potential**

On site available (renewable) energy sources are wind and biogas, and potentially solar and geothermal energy as a source for heat production. In a first analysis, potentials were examined and presented.

Concerning biogas, the town council of Wyk on Föhr did not favour the extension of existing biogas plants as corn cultivation would be needed. This would lead to high water consumption for the cultivation and negative impacts on landscape which was considered to be not beneficial for attracting tourists [13]. Hence, enlarging a potential biogas plant with corn silage as a substrate is not possible. In addition, the utilization of biowaste to biogas was assessed as unsuitable and therefore not considered any further.
Regarding Föhr’s local climate conditions, the installation of photovoltaic plants and solar collectors holds potential. One restricting point is that modules can only be placed in the free field due to the inappropriate building structures of the majority of houses on the island.

For geothermal energy, a potential for geothermal probes was discovered. Two design options were available, either with a large heat pump for district heating or decentralized heat pumps for local heating. Due to the undesired addition of further wind power stations, a simple expansion with more wind turbines is not possible. Nevertheless, a simulation of the existing power plants was made to estimate a possible optimization through the addition of power storage modules.

**Data preparation and processing**

For the simulation, usable time series from the collected data were created and additional data for further time series used. First of all, the actual state of the islands energy systems was modelled using a software called TopEnergy by GFaI. From the previously determined electricity demand, time series were created using standard load profiles [14]. Two different profiles were used for the calculation of the demand for households and tourists and for the commercial sector. All load profiles have a resolution of 15 minutes. Figure 4 shows the time series for the total electricity demand per sector.

![Figure 4. Time series for power demand per sector in TopEnergy software. Left: Private sector; middle: tourist’s sector; right: commercial sector](image)

The input of weather data was indispensable for calculating the heat demand, but also the potential of renewable energies. The used parameters are the ambient temperature, global solar radiation and wind speed. Figure 5 shows the resulting time series for heat demand per sector.

![Figure 5. Time series for power demand per sector in TopEnergy software. Left: Private sector; middle: tourist’s sector; right: commercial sector](image)

**Simulation**

**Actual state**

A model of the actual state represents the island’s current state of the energy supply in the form of electricity and heat in a simplified way. In the power grid, a distinction is made between the three sectors households, tourists and commercial. The demand is described by the already mentioned time series. The power grid is supplied by an electricity supplier that
bills the electricity via a local electricity tariff. Average local figures for CO₂ emissions in electricity generation were used and included in the simulation.

The simulation of the heat supply is based on the assumption of a district heating network that supplies all consumers, which is not exactly the case in reality. The consumers and their demands are connected to this heat network. Here, too, there is a breakdown into the household, tourist and commercial sectors based on the prepared time series. Figure 6 shows the model created in TopEnergy.

![Figure 6. Model of the islands energy system’s actual state](image)

**Results**

To obtain results for the energy system’s target state, the actual state was modified and supplemented. Figure 7 shows the much more complex model for the hypothetical target state.

![Figure 7. Model of the islands energy system’s target state involving RES technologies](image)

In this combined model, components of wind power, solar energy, both solar collectors and photovoltaics and geothermal energy were implemented. In addition a cogeneration unit was operated, which emerged from the evaluation of the neighbourhood as well as island solution. For the control of the power flow, power direction indicators were used and switch-
on sequences for the cogeneration unit. A heat storage was used to mainly store surpluses from the solar collectors, thus reducing the load on the geothermal probes and reducing their size. The electricity storage was mostly used to store electricity from wind power and photovoltaics. The model contained eight time series with 35,040 time points each. To reduce optimization errors, relaxation modules were built in. Their function is to absorb surpluses and close shortages and show exact numbers of when and how much electricity or heat was spare or missing.

The simulation showed that the total electricity demand remained about constant throughout the year. In contrast, the demand for heat varies strongly throughout the year. Only the base load is constant and increases in summer due to the higher number of tourists. Especially in spring there is a high heat demand. This decreases in summer, when cold days, which cause a significant heat demand, are rare. In fall, the heat demand then increases again.

The CO$_2$ emissions of the actual state amount to a total of 31.4 kt/a. Of these, 9% are caused by electricity supply and 91% by heat. With its 28.5 kt/a of CO$_2$ emissions, the heat supply represents a very large factor in the total emissions. Accordingly, the highest savings potential was expected there.

As a result after comparing costs and revenues, the use of solar collectors for generating heat could not be recommended. Other mentioned technologies could be used to employ more electricity and heat produced by renewable energies. Figure 8 shows the comparison of costs and revenues.

![Figure 8. Comparison of costs and revenues per technology](image)

In terms of reducing CO$_2$ emissions, applying a combination of the presented technologies would lead to a reduction of about a third compared to the actual state. Figure 9 shows the comparison regarding CO$_2$ emissions of the energy system’s actual state and the target state (in two variants).

![Figure 9. Comparison of CO$_2$ emissions](image)
Conclusion

In this paper, a model-based approach for decarbonizing an island's energy system is presented. First, the process of data acquisition for calculating a custom electricity and heat demand is presented. Further, the authors analyse the potential of on-site available renewable energy resources. Local climate data and calculated demands are processed into time series. A software model describing the island's as-is state is explained and employed in the simulation to determine a baseline. Then the baseline model is expanded to integrate wind, solar and geothermal energy and a combined heat and power plant as well as storage technologies. As a result, solar collectors are not profitable within the local conditions. Nevertheless, the authors can show a significant decrease in CO$_2$ emissions by 63.27 %. A discussion of the applicability of a Smart Grid for the described energy system will be addressed by the authors in future work.
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Abstract. Chiller systems are used in many different applications in both the industrial and the commercial sector. They are considered major energy consumers and thus contribute a non-negligible factor to environmental pollution as well as to the overall operating cost. In addition, chillers, especially in industrial applications, are often associated with high reliability requirements, as unplanned system downtimes are usually costly. As many studies over the past decades have shown, the presence of faults can lead to significant performance degradation and thus higher energy consumption of these systems. Thus, data-driven fault detection plays an ever-increasing role in terms of energy efficient control strategies. However, labelled data to train associated algorithms are often only available to a limited extent, which consequently inhibits the broad application of such technologies. Therefore, this paper presents an approach that exploits only a small amount of labelled and large amounts of unlabelled data in the training phase in order to detect fault related anomalies. For this, the model utilizes the residual space of the data transformed through principal component analyses in conjunction with a biased support vector machine, which can be ascribed to the concept of semi-supervised learning, or more specifically, positive-unlabelled learning.
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Introduction

Chillers are applied across many different fields of both industrial and commercial applications. As being large energy consumers with accounting up to 40% of a buildings total energy demand [1], these systems surely open up great potential for optimization. One promising approach to avoid energy losses while operating these systems is known to be condition based maintenance (CBM) [2] which constitutes several steps to asses a systems degradation state, of which fault detection (FD) [3] plays a key-role as it allows to detect novelties caused by one or multiple faults being present. This is particularly important as chillers can loose up to 30% of their coefficient of performance without any obvious sign of degradation being present to the operator [4]. Besides avoiding energy wastage, FD also contributes to saving operation as well as service costs. This can help to predict system malfunctions and therefore prevents unplanned downtimes, which is especially important for industrial applications as a chiller breakdown may cause an entire process line to stop [5].

This topic has attracted the attention of researchers for many decades and a great variety of models have been proposed to date. Generally, these approaches can be divided into model-based and data-driven [6]–[8], whereas the former utilizes a reference model to detect abnormal behaviour. The latter, however, relies on self-adapting algorithms that only require historical machine data [3] making it possible to develop FD models without any prior assumptions about the systems structure or the expected fault characteristics. Another limitation of model-based approaches is that finding a mathematical formulation to model a dynamical process can be difficult as well as time consuming due to changing operation conditions [9], and may sometimes even be infeasible when the system complexity is too high. Data-driven FD models can overcome these issues [3] and are, thus, considered to be more cost effective [10]. On the other hand, most existing data-driven models require labelled data of the dedicated system containing both positive (fault-free) and negative (fault) samples, which are often unavailable. The reason for this is twofold: first, as faults are rare events [11], certain faults may not have occurred in the past and therefore associated data cannot be obtained, and second, labelling is conducted by humans and consequently constitutes a high cost and time factor. However, in most application scenarios one comes across a situation where a few positive labelled samples and a lot of unlabelled data containing positive and negative patterns might be available. In this case, the unlabelled data can be exploited in the training phase in order to increase the model accuracy, which is commonly referred to as positive-unlabelled (PU) learning. Therefore, the work at hand proposes a PU learning based fault detection model which utilizes principal component analysis (PCA) in conjunction with the biased support vector machine (BSVM) [12]. Furthermore, we evaluate the model performance on two datasets stemming from the experimental investigation of different chiller types and demonstrate how the proposed model can be more effective compared to classical novelty detection approaches.

The paper is structured as follows: After this introduction, the related work in this field of research is briefly described. Then, the model principles and the description of the datasets used to train and validate the model are presented. In the following section, the model evaluation is then performed and discussed. Finally, the paper is summarized and an outlook is given.

Related Works

Data-driven novelty detection has been the subject of research for many years and a great variety of supervised machine learning were presented. For example, Han et al. [13] proposed to first reduce the dataset dimensionality using PCA and then train a support vector machine (SVM) classifier in a multi-class fashion to perform fault detection and fault diagnosis in a single task. This idea was later adopted by Beghi et al. [14] and Li et al. [15], who trained their model in the PCA residual space rather than the principal component space and showed that this approach could significantly improve the fault detection accuracy. Besides, both work considered the problem as a single-class learning task [16], where in [14] the one-class support vector machine (OCSVM) [17] and in [15] the support vector data description (SVDD) [18] is applied. The difference between the two is that the OCSVM classifier tries to solve for a hyperplane that best separates a positive labelled pattern from the rest of the space, whereas the SVDD classifier aims to find a hypersphere enclosing most of the data. It is worth noting that both algorithms yield equal results when used in conjunction with invariant kernels, such as the radial basis function (RBF) kernel [16]. Feature extraction has also been one of the major concerns of other papers such as, for example, in [19] and [20], where the authors applied genetic algorithms in different variations in order to select characteristic features (CF). In both cases, the SVM has been adapted for the final classification task. Other approaches considered the application of linear discriminant analysis [21], Bayesian networks [22] or statistical models [11]. Although many promising approaches were proposed, only few
contributions exist in this field of research considering the case when only a minor number of positive labelled and high number of unlabelled samples are available. Compared to labelled fault samples, labelled fault-free data is easier to obtain as, for instance, after commissioning the chiller or after performing maintainable actions. One example is given in [20], where the authors combined a Kalman filter with a recursive SVM to exploit unlabelled samples. Similarly, the model in [11] is developed in a semi-supervised fashion. Another approach is given by Fan et al. [9], who applied a transfer learning model to incorporate prior-knowledge from another chiller type. Even though some work in this field has already been conducted, a full understanding of PU learning for FD tasks as well as the effect of the number of available positive samples onto the model performance is still lacking. Therefore, this paper proposes a novel approach, namely the PCA-R-BSVM algorithm, for PU learning based novelty detection for industrial chillers and validates its performance based on two datasets. Furthermore, we compare our approach with the existing PCA-R-SVDD [15], or more specifically with the PCA-R-OCSVM [14] model, under the assumption that only a limited number of positive labelled samples is available.

Model

This section describes the model principles and describes PCA as well as the BSVM algorithm in more detail. Furthermore, a classification metric is introduced that can be employed for evaluating the classification performance based on positive and unlabelled data. This is especially crucial for optimizing the model’s parameter as most metrics require the presence of positive and negative labelled instances in the validation phase.

Principal Component Analysis

PCA is an unsupervised technique that has been widely applied for many dimensionality reduction tasks. In general, it is a linear transformation algorithm which aims to find a new data representation of uncorrelated features, namely the principal components (PC) [14], such that most of the data variance is represented by the first transformed features. Let $X \in \mathbb{R}^{n \times k}$ be data sampled from the target chiller, with $n$ being the number of observations and $k$ the number of dimensions. The entire dataset can then be expressed as $D = \{(x_1, y_1), \ldots, (x_n, y_n)\}$ with $y_i \in \{1, -1\}$ for positive and unlabelled instances respectively. After processing the data $X$, one receives a transformed data representation that can be decomposed into the modelled PC space $\hat{X} \in \mathbb{R}^{n \times (k-k_R)}$ and the un-modelled residual subspace $\tilde{X} \in \mathbb{R}^{n \times k_R}$ to whose features we will refer to as the residual components (RC) throughout this paper ($k_R$ is the number of RC). It is worth noting that while the PC space contains most of the data variance, the RC subspace contains noise as well as abnormal information [23]. As has been shown in previous studies [11], [14], [15], training a FD model in the RC space rather than the PC space can significantly improve its classification accuracy as the former is more sensitive to novelties.

Biased Support Vector Machine

The BSVM algorithm has been proposed by Liu et al. [12] and its working principle is similar to the idea of training the original SVM with imbalanced data, i.e. when instances from one class appear more frequently than from the other class. However, its motivation is slightly different as it assigns high weights to positive and low weights to unlabelled samples in order to bias the data to the favour of the known positive pattern. On the other hand, low weights are assigned to unlabelled patterns as these may also contain positive instances whose labels remain unknown during the training phase. As a consequence, this approach can be assigned to the field of semi-supervised machine learning. Following this idea, the primal form of the optimization problem can be formulated as
\[
\min_{w,b,\xi} \frac{1}{2} \|w\|^2 + C^+ \sum_{i=1}^{n_p} \xi_i + C^- \sum_{i=n_p+1}^{n} \xi_i \\
\text{subject to } y_i (w^T \tilde{x}_i + b) \geq 1 - \xi_i, \quad \xi_i \geq 0 \tag{1}
\]

where \( w \) is a vector orthogonal to the hyperplane, \( C^+ \) and \( C^- \) the regularisation parameters assigned to positive and unlabelled samples accordingly, \( \xi_i \) a slack variable used to solve for a soft-margin decision boundary \[16\], and \( b \) the bias term. Furthermore, we denote \( \tilde{x}_i \) as any observation from the dataset using only its residual information after PCA transformation and \( n_p \) the number of positive labelled samples in the dataset. Substituting (1) into its Lagrangian dual form, one may use kernels in order to solve for a non-linear decision boundary in the input space. The decision function for an unknown observation \( \tilde{x} \) is defined as

\[
h(\tilde{x}) = \sum_{i=1}^{n} \alpha_i y_i k(\tilde{x}, \tilde{x}_i) + b \tag{2}
\]

where \( \alpha_i \) are the Lagrangian multiplies and \( k(\cdot, \cdot) \) the kernel function. Similar to previous studies \[14\], \[19\], \[20\], \[24\], \[25\], we apply the RBF kernel function, which is given as

\[
k(\tilde{x}_i, \tilde{x}_j) = \langle \varphi(\tilde{x}_i), \varphi(\tilde{x}_j) \rangle = \exp(-\gamma \|\tilde{x}_i - \tilde{x}_j\|^2) \tag{3}
\]

where \( \varphi(\cdot) \) is a non-linear mapping function and \( \gamma \) the kernel width parameter that must be tuned.

**Classification Metric**

One major aspect of PU learning based classification approaches is how to evaluate the classification performance as most metrics require positive as well as negative samples to be available in the dataset. It goes without saying that this is particularly crucial for any parameter optimisation process, such as grid-search, because for any subset of chosen parameters, the algorithm’s performance must be evaluated on a given test dataset. Throughout this paper we apply a metric proposed by Lee and Liu \[26\] which was also applied in the original BSVM paper \[12\]. Similar to the well-known F-Score, the chosen accuracy metric is formulated as \( r^2 / Pr[h(\tilde{X}) = 1] \), where \( r \) is the recall and \( Pr[h(\tilde{X}) = 1] \) is the probability that a pattern is classified as positive. As stated in \[12\], this metric behaves similar to the F-Score metric as it is low when either recall or precision is low and high when both values are high.

**Overview**

The model development can generally be distinguished in the preprocessing phase, PCA based feature extraction and parameter optimisation. In general, preprocessing combines three steps, namely: (a) steady-state detection, which is conducted to exclude transient system states from the dataset; (b) data-filtering to increase the signal-to-noise ratio; and (c) data scaling to exclude the negative influence of the different units on the classification result. It is worth noting that we applied the steady-state detector proposed by Beghi et al. \[11\] in this paper. In the following step, PCA is conducted on the available labelled fault-free samples, which represents the basis for mapping all further data samples into the PC and RC space. The reason for this is that with the PCA model trained on the fault-free data, the RC become more sensitive to faults as these features are subject to changes when novelties are present. As shown in Figure \[1\], grid-search is introduced for parameter optimisation. In particular, the model depends on the parameters \( \gamma, C^+ \) and \( C^- \), which are determined through this searching strategy. In addition, the number of residual components \( k_R \) is adjusted in a similar way. Although solely positive labelled and unlabelled instances are utilized in the training
phase, a fully labelled dataset containing actual positive as well as negative samples is used for validation purposes.

Datasets

In this study, two datasets of two different chiller types is used for training and validating the model. The first datasets was collected during the experimental investigation of a 316kW water-cooled centrifugal chiller. In project ASHRAE RP-1043, carried out by Comstock et al. [27], seven typical chiller faults at four levels of severity were experimentally investigated. The other dataset has its roots in one of our previous works where various faults were investigated using a 100kW ammonia based screw compressor chiller [28], as shown in Figure 2. The data acquisition procedure was similar to that of the ASHRAE RP-1043 project, in which each fault was experimentally investigated at four levels of severity, starting from the lowest level and increasing to the highest. In both projects a test-sequence was defined consisting of several operating states, with each state meeting a steady-state criterion before moving to the next one. As listed in Table 1, 23 features were selected that are shared between both dataset. In the following, these datasets are utilized to train and validate the proposed model. Moreover, it is demonstrated how the model performs with only a minor number of positive samples being available in the training phase.
### Table 1. Chosen features

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>Compressor pressure lift</td>
</tr>
<tr>
<td>$f_2$</td>
<td>Coefficient of performance</td>
</tr>
<tr>
<td>$f_3$</td>
<td>Isentropic compressor efficiency</td>
</tr>
<tr>
<td>$f_4$</td>
<td>Polytropic compressor efficiency</td>
</tr>
<tr>
<td>$f_5$</td>
<td>Instantaneous compressor power</td>
</tr>
<tr>
<td>$f_6$</td>
<td>Instantaneous compressor current</td>
</tr>
<tr>
<td>$f_7$</td>
<td>Evaporator cooling rate</td>
</tr>
<tr>
<td>$f_8$</td>
<td>Condenser heat rejection rate</td>
</tr>
<tr>
<td>$f_9$</td>
<td>Energy balance</td>
</tr>
<tr>
<td>$f_{10}$</td>
<td>Evaporator water inlet temperature</td>
</tr>
<tr>
<td>$f_{11}$</td>
<td>Evaporator water outlet temperature</td>
</tr>
<tr>
<td>$f_{12}$</td>
<td>Condenser water inlet temperature</td>
</tr>
<tr>
<td>$f_{13}$</td>
<td>Condenser water outlet temperature</td>
</tr>
<tr>
<td>$f_{14}$</td>
<td>Refrigerant temperature in Evaporator</td>
</tr>
<tr>
<td>$f_{15}$</td>
<td>Refrigerant discharge temperature</td>
</tr>
<tr>
<td>$f_{16}$</td>
<td>Refrigerant suction temperature</td>
</tr>
<tr>
<td>$f_{17}$</td>
<td>Refrigerant discharge superheat temperature</td>
</tr>
<tr>
<td>$f_{18}$</td>
<td>Refrigerant suction superheat temperature</td>
</tr>
<tr>
<td>$f_{19}$</td>
<td>Evaporator approach temperature</td>
</tr>
<tr>
<td>$f_{20}$</td>
<td>Evaporator water temperature difference</td>
</tr>
<tr>
<td>$f_{21}$</td>
<td>Condenser water temperature difference</td>
</tr>
<tr>
<td>$f_{22}$</td>
<td>Refrigerant pressure in evaporator</td>
</tr>
<tr>
<td>$f_{23}$</td>
<td>Refrigerant pressure in condenser</td>
</tr>
</tbody>
</table>

**Figure 2.** Test facility
Results

The model is characterized by two essential aspects; first, it is based on the RC space after processing the data using PCA, and second, it is trained in a semi-supervised fashion as unlabelled data is exploited in the training phase. As can be seen in Figure 3, the fault patterns become more distinct in the RC space. This is because most of the data variance is represented by the first principal components and is induced due to changing operating conditions rather than novelties. Therefore, by removing the PC from the dataset and exploiting the RC space instead, one may yield higher fault detection accuracy.

One crucial aspect of the proposed model is its performance in dependence on the available number of positive labelled instances in the training phase. To show how the model performs on real-world data, we select 1000 observations from the normal and 250 the fault dataset for each chiller type, of which 2/3 is used for training and parameter optimisation and 1/3 for testing. It should be noted that all faults are treated as one class as they represent novelties in this study. We then define a fraction of positive labelled samples \( \theta \) and mark them as positive, whereas the rest, i.e. positive and negative patterns, are defined as unlabelled (-1). As shown in Figure 1, we repeat the model training process described previously for an increasing \( \theta \) and compare the model’s classification accuracy with the PCA-R-OCSVM baseline model. For comparison purposes, we train the baseline model in a similar fashion using the classification metric introduced previously. In general, the PCA-R-OCSVM algorithm requires three parameters to be optimized for of which the parameter \( \nu \) replaces \( C^+ \) and \( C^- \), whereas \( \gamma \) and \( k_R \) are equally utilized by both algorithms. Note that in the following, the test dataset is
exploited for comparison purposes using the F-Score metric to evaluate the classification performance. As shown in Figure 4, one can see that the proposed model outperforms the baseline algorithm. This becomes even more distinct when $\theta$ is low, which certainly proofs that by incorporating unlabelled data in the training process, the model’s classification accuracy can be significantly improved. The most significant difference between both models is at $\theta=0.05$, where the baseline model deviates by 20% considering the screw-chiller dataset and more than 35% when applied on the centrifugal-chiller one. Throughout the experiments, the proposed PCA-R-BSVM model proofed to yield better classification results compared to the baseline algorithm by reaching scores as high as 0.97. Furthermore, its accuracy converges faster with increasing values of $\theta$, which shows that it can be successfully applied for FD tasks, even when only a minor number of positive labelled samples is available.

**Summary**

In this paper a PU-Learning based novelty detection model was introduced for fault detection tasks. While relying on PCA or, more specifically, on the extracted residual components, it was shown that the model was highly sensitive to faults. Besides, it was shown how the model performs with only a limited number of positive samples being available in the training phase while the rest, including actual positive and negative observations, are treated as unlabelled data samples. The key-points of the proposed model can be summarized as follows:
1. Applying PCA onto the dataset can significantly improve the model performance when the first principal components, i.e. the ones associated with the largest values if eigenvalues, are removed from the dataset and the residual components are used for training the classifier.
2. The proposed PCA-R-BSVM could outperform an existing novelty detection algorithm and performs well, even with only few labelled data being available.
3. The model performance was validated on two datasets stemming from different chiller types.
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Abstract. Faults in industrial chiller systems can lead to higher energy consumption, increasing wear of system components and shorten equipment life. While they gradually cause anomalous system operating conditions, modern automatic fault detection models aim to detect them at low severity by using real-time sensor data. Many scientific contributions addressed this topic in the past and presented data-driven approaches to detect faulty system states. Although many promising results were presented to date, there is lack of suitable comparison studies that show the effectiveness of the proposed models by use of data stemming from different chiller systems. Therefore this study aims at detecting a suitable data-driven approach to detect faults reliable in different domains of industrial chillers. Thus, a unified procedure is developed, to train all algorithms in an identical way with same data-basis. Since most of the reviewed papers used only one dataset for training and testing, the selected approaches are trained and validated on two different datasets from real refrigeration systems. The data-driven approaches are evaluated based on their accuracy and true negative rate, from which the most suitable approach is derived as a conclusion.
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Introduction

Chiller systems are applied in many industries, while around 14% of the german electric power consumption are attributable to cooling processes [1]. Faulty system states in industrial refrigeration systems can lead to inefficient operating conditions, increased energy consumption or even wear and tear of system components. Since fault states usually occur successively, plant monitoring systems are an important component to detect fault conditions on the basis of sensor data and to initiate appropriate corrective action as early as possible [2]. In this way, faults can be prevented before causing high energy wastage, damage or unscheduled downtimes, thus increasing the coefficient of performance (COP) of the plant and the deployment of maintenance workers [3]. In the future, machine-learned software is to be used to autonomously monitor real world systems and detect deviations at an early stage to initiate appropriate counter-measures, if necessary. To this end, the development sophisticated algorithms has been subject of research for decades and many solutions exist showing promising results [4–7]. To strength the performance of the resulting model in
detecting fault states, there is a preselection and comparison of these algorithms in terms of resource requirements and precision necessary.

The aim of this paper is the identification of a suitable data-driven machine-learning approach to be used in different domains of vapor-compression refrigeration systems. In the following, scientific publications in the field of autonomous fault detection at process plants, followed by a criterion-based pre-selection and short explanation of the selected approaches will be presented. To train those data-driven models appropriately a data-basis is necessary which will be shown subsequently. This is followed by a comparison of the approaches, while the conclusion draws results and summarizes the work.

**Related works**

In order to make a suitable selection of data-driven methods for chiller fault detection, this section aims at providing an overview of scientific contributions in recent years focusing on anomaly detection on chillers. As part of the data pre-processing, principal component analysis (PCA) has proven to be a very effective method for feature extraction and many authors demonstrated promising results in combination with a suitable classifier [4], [5], [8], [9]. Han et al. [8] used PCA in combination with a multiclass support vector machine (PCA-SVM), using a custom dataset containing both normal and faulty data instances and training with both types of data instances. It could be proven that the support vector machine (SVM) could yield higher classification accuracy through preprocessing the data through PCA and could also be trained much faster due to the reduced dimensions [8]. However, this approach has limited applicability in practice, since datasets from possible fault cases of refrigeration plants are rarely available. For this reason, Zhao et al. [9] have chosen a similar approach, using a support vector data description (SVDD) classifier trained in the principal component space.

A similar approach in this regard is PCA in conjunction with a one-class support vector machine, which has been applied to chemical processes [10], [11] as well as in industrial refrigeration applications by Li et al. [5]. One important aspect of this is that the model was trained by exploiting only labelled data stemming from the chiller operating condition. For this purpose, the most relevant principal components are derived from the principal component subspace (PCS) and are used as input parameters for the OCSVM, to which we will refer as PCA-PC-OCSVM in the following. As shown by many studies, the RBF kernel showed decent results. Also, only data from normal states of the plant were used for training, after which the OCSVM can classify unknown observations as normal or abnormal. Furthermore, it has been shown that the SVDD and OCSVM are resulting in the exact same outcomes while using the RBF kernel for data transformation [12].

Beghi et al. [13] have implemented a similar approach by utilizing the same dataset, with the crucial difference of removing the most relevant principal components before training and fit the classifier using the residual component subspace (RCS) spanned by the residual components (PCA-R-OCSVM). They demonstrated that chiller faults can be reliably detected in the RS. A similar approach was also applied by Li et al. [5], where a SVDD classifier has been applied. Another approach relying on principal component analysis is the PCA-T²-SPE according to Beghi et al. [4]. Thereby, Hotelling’s T² distribution of the PCS and the squared prediction error (SPE) of the residual space were used for fault detection and diagnosis. Both Li et al. [5] and Beghi et al. [13] conclude that indeed the models trained in the RCS may yield higher classification performance rather than in the PCS.

In general, SVMs are widely used in the field of fault detection as, for example, in [14], where an SVM classifier is used for fault detection to classify multiple fault cases. Thereby, a generic algorithm for detection of characteristic features (CF) was applied. CFs are features by which the occurrence of fault cases can be characterized particularly well. Yan et al. [15] published an
approach whereby the dataset was mapped using an auto-regressive model with exogenous inputs (ARX) after feature selection. The resulting AR-coefficients are used by a OCSVM for classification. Subsequently, the authors [7] published three years later another promising approach based on an extended kalman-filter and a recursive working OCSVM (EKF-ROSVM). The OCSVM is trained by AR-coefficients derived from an ARX-model, which was fitted with filtered data of the EKF and refines itself in testing phase by as normal classified observations. Furthermore, the authors propose to extract CF within a two step approach by exploiting Relief and generic algorithm. Other approaches also consider the application of artificial neural networks, such as in [16]. However, their model primarily focusses on the detection of sensor faults rather then anomalous system behaviour.

It should be noted that all PCA-based as well as the EKF-based approaches are based on the same dataset, which was collected by the American Society of Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE) within the 1043-RP study, instead of the paper by Beghi et al. [4], where an own dataset was applied. This leads to the assumption of a general lag of appropriate datasets as well as the evaluation of algorithms of data other than the ASHRAE dataset. Therefore this study compares a selection of models based on two datasets: on the one hand, the data from the ASHRAE study 1043-RP by Comstock et al. [17] and on the other hand with data from a previous project presented in [18]. In order to select some of the presented approaches, it is necessary to define selection criteria. Since chiller fault related data are rarely available from real refrigeration systems, the selected approaches should be trainable by only one class of data (data from the normal operating condition). In addition, the selected approaches should have been used in previous works on refrigeration systems. Thus, fault detection is considered in this study, while fault diagnosis is not specifically addressed. Although many approaches exist in the literature, only the most recent papers are considered throughout this study, i.e. the ones published within the last decade. Table 1 contains the most recent papers presented in this chapter, where the criteria-based selected approaches are highlighted in gray.

<table>
<thead>
<tr>
<th>methods</th>
<th>author</th>
<th>year</th>
<th>one-class classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA-SVM</td>
<td>Han et. al.</td>
<td>2010</td>
<td>no</td>
</tr>
<tr>
<td>PCA-PC-OCSVM</td>
<td>Li et. al.</td>
<td>2016</td>
<td>yes</td>
</tr>
<tr>
<td>PCA-R-SVDD</td>
<td>Li et. al.</td>
<td>2016</td>
<td>yes</td>
</tr>
<tr>
<td>PCA-T²-SPE</td>
<td>Beghi et. al.</td>
<td>2016</td>
<td>yes</td>
</tr>
<tr>
<td>EKF-R-OCSVM</td>
<td>Yan et. al.</td>
<td>2017</td>
<td>yes</td>
</tr>
<tr>
<td>CNN-CA</td>
<td>Du et. al.</td>
<td>2014</td>
<td>no</td>
</tr>
</tbody>
</table>

**Model Training**

**Methodological approaches**

The previously selected data-driven models will be presented further in this section. It should be noted that three of these models employ PCA for dimensionality reduction. PCA is an unsupervised feature reduction method that decomposes the given data into the model principal component space and the unmodelled residual component space, such that the first PCs represent most of the data variability. Feature extraction respective feature reduction is necessary since utilizing high dimensional datasets to train data-driven models lead to high computational costs and memory requirements [13]. Moreover, high dimensional input data can lead to poor understanding of the resulting model [19, p. 32]. In order to reduce the
original number of dimensions, a defined amount of principal components can be selected, or a defined variance threshold that the selected principal components should represent determines the number to be selected. All of the selected PCA-based models split the resulting feature space into a PCS and RCS, where the PCA-PC-OCSVM utilizes the PCS for training and testing the OCSVM. Both remaining approaches use the RS for classifier fitting, while the PCA-T²-SPE only requires the SPE for fault detection while the T²-distribution is mainly necessary for fault diagnosis [4]. The subdivision of the principal component space is done accordingly to the cumulative percentage variance (CPV) of the first \( k \) PCs, so that \( \text{CPV}(k) \geq \text{CPV}_k \) applies. While Beghi et al. [4] proposes a \( \text{CPV}_{k_1} = 95\% \), Li et al. [5] suggests to set this value to \( \text{CPV}_{k_2} = 85\% \). The EKF-ROSVM is the only approach not utilizing the PCA as feature extraction method, while using ReliefF-algorithm in combination with an adaptive genetic algorithm (AGA) to select CFs [7].

Every approach uses a form of OCSVM for classification, except the PCA-T²-SPE. SVMs and different variations of it in general has been shown to be very popular in anomaly detection, since it is utilized in around 65% of all scientific contributions aiming for fault detection in refrigeration systems with data-driven methods [20]. The OCSVM is a subform of SVMs for novelty detection, whereby only one class is utilized for model training. The optimisation problem [12] is given as:

\[
\begin{align}
\min_{w, \xi, \rho} & \frac{1}{2}||w||^2 + \frac{1}{\nu l} \sum_{i=0}^{l} \xi_i - \rho \\
\text{subject to} & (w \cdot \Phi(x_i)) \leq \rho - \xi_i, \xi_i \leq 0
\end{align}
\]

where \( l \) is the number of observations, \( w \) a vector orthogonal to the separating hyperplane and \( \rho \) the offset of the hyperplane, while the slack variables \( \xi \) are margin errors. \( \nu \) is a parameter bounded between 0 and 1 and represents the fraction of allowed outliers. Schölkopf et al. [12] showed the decision function for an OCSVM in (3). This decision function offers the advantage of an applicable kernel trick.

\[
h(x) = \text{sgn} \left( \sum_{i} \alpha_i k(x_i, x) - \rho \right)
\]

As shown in many previous papers [4]–[8], the RBF-kernel function shows superior results in chiller FDD application, which is given as: \( k(x, x') = \exp(-\gamma||x - x'||^2) \). In general, this leads to two parameters to be optimised during the training process, namely \( \nu \) and \( \gamma \), whereas the latter tunes the kernel bandwidth while the former defines the fraction of outliers. In order to find the optimal decision boundary, an optimal combination of the parameters must be discovered, which will be discussed in the section parameter optimization.

The model proposed by Beghi et al. [4] detects faults calculating the SPE of the RS, whereby an observation is considered to be normal if \( \text{SPE}(x) \leq \delta^2 \), where \( \delta^2 \) is the control limit, the determination of which can be traced in [4]. While T² distribution serves the fault diagnosis, the SPE is fullfills the fault detection task considered in this paper.

**Procedure**

To reach comparability between the results of different data-driven approaches, an abstract data-flow model has been developed so that all algorithms are trained using the same data and procedure, which can be seen in Figure 1.

Two datasets with balanced amount of normal and faulty observations are extracted from each dataset, to reach comparability between the results of the models. Accordingly all of the
following steps are performed for each dataset. The function ‘data pre-processing’ contains all approaches including pre-processing steps like filtering, normalizing, steady state finding, feature extraction or feature selection. Steady state detection is a pre-processing step to filter out transient operating conditions which can include overshoot and undershoot phenomena that may decrease the performance of the detection. Therefore, transient data is filtered out while the filtering process takes place according to Comstock et al. [17]. For validation purposes, the dataset is split into a train and test dataset. While the former is utilized for training the respective model, the latter solely serves for validation purposes. In the semi-supervised setting, the model EKF-ROSVM [7] refines itself with self-labeled and as normal detected datapoints even after the model training, which is depicted in Figure 1 using a dashed line. This refinement is noted as recursion in Figure 1 with a dashed line, due not all approaches do recursion. The output of the data-flow diagram is the validation matrix of the models, containing the performance of each approach for every fault case as well as the trained and validated model, which can be used to classify unlabeled datapoints and to compare against other models.

Parameter Optimization

In the field of machine-learning, many applications require any type of (hyper-)parameter optimization for tuning the respective model parameters. Three of the selected data-driven approaches base on an OCSVM with the parameters $\gamma$ and $\nu$ to optimize. In this paper a grid search in combination with 5-fold cross-validation is utilized, which has been proven as reliable optimizer with good generalization performance and prevention of overfitting the classifier [14].

In 5-fold cross-validation, the training set gets randomly split into five equal sized subsets, while each subset is used to validate the classifier trained on the conglomerate of the remaining four subsets. With the training and testing performed by cross-validation, the parameter combination gets rated with the mean performance out of the five different training sets. Every approach gets optimized twice (one model for each dataset) on the training dataset with selected features. The model with the best performing parameter set gets selected and will be validated afterwards. The resulting $\gamma, \nu$ and the corresponding $F_1$-score for each OCSVM-based method on both datasets are shown in Table 3.
Table 2. Optimized parameter for every OCSVM-based approach with reached performance

<table>
<thead>
<tr>
<th>method</th>
<th>DS1</th>
<th>DS2</th>
<th></th>
<th>DS1</th>
<th>DS2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA-T²-SPE</td>
<td>—</td>
<td>—</td>
<td></td>
<td>89.43%</td>
<td>—</td>
</tr>
<tr>
<td>PCA-PC-OCSVM</td>
<td>1.1</td>
<td>0.04</td>
<td></td>
<td>70.33%</td>
<td>1.9</td>
</tr>
<tr>
<td>PCA-R-OCSVM</td>
<td>0.7</td>
<td>0.06</td>
<td></td>
<td>95.92%</td>
<td>3.3</td>
</tr>
<tr>
<td>EKF-ROSVM</td>
<td>7.0</td>
<td>0.01</td>
<td></td>
<td>89.14%</td>
<td>3.4</td>
</tr>
</tbody>
</table>

Datasets

For appropriately training data-driven anomaly detection models, representative datasets are necessary. As data-basis serves the datasets from the ASHRAE study 1043-RP [21] and from a project of the Technical University of Applied Science Wildau [18]. Both datasets were arranged to study the impact of different fault types at multiple severity levels (SL). The ASHRAE project [21] is based on a centrifugal chiller system, with R134a as refrigerant, while the SmCoCo dataset is based on a screw compressor with ammonia (R717) as refrigerant. Besides the benchmark testruns, where the normal operating scenarios were investigated, both studies present gathered data from real fault states in the test chillers, including excessive Oil (exOil), reduced water flow in the evaporator (rVE) and condenser (rVC), non-condensables in the refrigerant circuit (NC) and a simulated refrigerant leak (RL). For simplicity, the ASHRAE dataset is abbreviated DS1 and the screw compressor dataset is abbreviated DS2 in the following.

Table 3. Feature selection by Relief and Relief+AGA

<table>
<thead>
<tr>
<th>Feature</th>
<th>Relief</th>
<th>Relief+AGA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall evaporator heat loss coefficient</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Oil feed temperature</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Refrigerant suction superheat temperature</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Refrigerant suction temperature</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Refrigerant discharge temperature</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Refrigerant discharge superheat temperature</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Temperature difference of evaporator water</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Temperature difference of condenser water</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Evaporator approach temperature</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Temperature evaporator water out</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Temperature evaporator water in</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Temperature of evaporating refrigerant</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Condenser approach temperature</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Temperature condenser water in</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Temperature condenser water out</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Pressure of evaporating refrigerant</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Pressure of condensing refrigerant</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Evaporator capacity</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Condenser capacity</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Current consumption</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Power consumption</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Coefficient of performance (COP)</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Mass flow condenser water</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Volume flow condenser water</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>
Theoretically, the PCA-based approaches do not depend on prior feature selection, since PCA itself performs feature extraction, i.e. by deriving new features from the dataset. However, since all selected approaches could increase the performance of their classifier through feature selection, in this paper we perform a Relief-algorithm based feature selection as well. Therefore, a Relief-algorithm gets applied on some preselected CFs used in previous papers to identify the most significant ones, while the top third of the most influential features are selected. A more advanced approach is used by EKF-ROSVM and applies an AGA on the Relief-based feature selection in order to eliminate redundancies from the feature set [7]. The results of this analysis are listed in Table 3. As already mentioned, fault cases were simulated on both refrigeration systems. All fault cases were performed at different SLs ranging from SL1, with only slight impact on the overall chiller operating conditions, to SL4, representing serious fault effects.

**Model-Evaluation**

The evaluation of the data-driven approaches is performed on the test dataset extracted after the data pre-processing to examine the generalisation ability of the models for unseen observations. The test data gets classified by trained models and the classification compared to the real class of the observations. Thus, the performance of the fault detection approaches can be evaluated divided by dataset, fault case and SL. Figure 2 shows the accuracy of all eight trained models, differentiated by the underlying dataset.

![Figure 2. Accuracy of the approaches for DSs](image)

It can be seen from the figure that the models vastly vary in their overall accuracy across the datasets. Especially, the PCA-based models perform better on DS1 than on DS2, with exception of the PCA-PC-OCSVM which performs slightly better on DS2 than on DS1. The EKF-ROSVM is the only approach showing promising performances on both datasets with accuracies higher than 90%, and give hope for good transferability to other refrigeration systems. PCA-\(T^2\)-SPE’s and PCA-R-OCSVM’s performances seem to be very dataset
dependent, with the latter showing the highest accuracy of fault detection on DS1. However, in practice, one may be more interested in how reliable faults are correctly classified. Therefore, the true negative rate (TNR) of the models may be more meaningful and gets acquired in Figure 3.

As shown in Figure 3, it gets clear that faults being present in lower SLs are less reliably detected compared to those in higher SLs. The reason for this might be explained through the increasing faults characteristics with higher SL. Added to that, the faults appear to be detectable with varying degrees of reliability, which gets particularly evident in the case of the fault NC, which was dependably detected in both datasets across all degrees of hardness. The detection of other fault cases appear to be a challenging task for some approaches even in greater severity levels, like rVE. Interestingly, the PCA-T²-SPE model is the only approach that circumvents the mapping of data into a higher dimensional feature space, i.e. by applying kernels. Although this avoids the introduction of further parameters to be tuned by use of appropriate search methods, it becomes apparent that the model is outperformed by the other models. Nonetheless, it might be highly favourable if no labelled fault samples are available from the target chiller, as it bypasses computational expensive parameter tuning induced by the other models. Thus, it appears that by introducing a non-linear mapping of the available observations into the higher dimensional feature space, faults can be detected more reliably. Nonetheless, this also introduces additional parameters to be optimized, which is somewhat disadvantageous in terms of computational complexity or the limited applicability of suitable search strategies. The EKF-ROSVM presents a remarkably high fault detection rate especially in lower SLs with a TNR always larger than 70% and accordingly stable behavior.
over all fault cases. The PCA-PC-OCSVM shows a slightly reduced performance with TNRs between 12% and 92%, while it always gets outperformed in every fault case by any other approach.

**Conclusion**

The work at hand compared different data-driven approaches based on two different systems. Four models were derived from the literature, whereby all seem to yield convenient classification performance. To ensure the comparability of different approaches, an abstract data-flow diagram was developed so that all models trained following the same procedure. Furthermore, the selected approaches were applied to two datasets of real refrigeration systems to evaluate the performances as well as the transferability of the selected approaches. Due to its high reliability, the EKF-ROSVM has proven to achieve the best classification performance in this study. The PCA-R-OCSVM showed promising results on the first dataset and outperformed even the EKF-ROSVM in most fault cases, but, however, showed vulnerabilities in transferability on the second dataset. The two remaining approaches showed promising results as well, but were outperformed in each fault case by another applied algorithm. In future works, the effect of recursive classifiers on the fault detection performance should be investigated more in detail. This study did not explicitly examine this influence, but only compared a recursive classifier with normal classifiers. On the other hand, a practical implementation of the identified fault detection approach could take place.
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Design of an intelligent system for controlling and balancing renewable energy flows in an autonomous micro-grid
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Abstract. Pooling different renewable energy sources (hydrogen, solar, wind, geothermal, etc.) enables developing a standalone energy micro-grid. The energy flows from these various sources are neither constant nor equivalent. Therefore, control and balancing mechanisms should be established for optimal energy utilization through an intelligent system based on interconnected microcontrollers networked with sensors. Our contribution addresses this issue by proposing an original architecture of an intelligent and distributed control system based on a sensor network and a strategy to share the electric power through the micro-grid. In our work we consider a micro-grid powered by sources of wind turbine, pv panels and battery which energy flows are controlled and balanced through our system depending on power demand of the loads. Alternating Current (AC) bus and Direct Current (DC) bus are tied together by an inverter. A set of microcontroller-sensor-actuators (which we named S.A.D for Sensor/Actuator Device) are deployed at strategic points in the micro-grid providing constantly data from power generated and consumed, equipment health and status. A control algorithm developed in relation to a network control strategy is implemented by combining the performance different microcontroller boards. Relying on existing literature works, a review of solution approaches to the challenging problem, of the power flows balancing between the different energy sources and storage batteries embedding appropriate IoT technologies and exploiting energy big-data platforms, is presented.
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Introduction

Renewable energy micro-grids have proven to be an excellent alternative in terms of meeting energy needs around the world and especially in Africa where the traditional grid is showing its limits in providing electricity [1], especially in hard-to-reach areas [2],[3].

Depending of energy needs [4], different architectures are implemented [5] taking into account the available renewables energies.

Depending on the context, some micro-grids are deployed by pooling available energy sources. These micro-grids consisting of various types of the micro-generators as distributed generator [6] (wind turbine, photovoltaic (PV) array, fuel cells, diesel generator, and wave generator, CHP,..), [7] local storage elements (flywheel, energy capacitors and batteries) and loads. Storage devices play a key role in micro-grid control, reliability and stability.

So, with these different types of energy sources, the micro-grid architecture consists in an alternating current (hybrid AC) micro-grid with a direct current (DC) micro-grid, tied
together by a bidirectional AC/DC converter [8]. Distributed generators can be connected to the AC or to the DC feeder. This architecture combines the advantages of the AC and DC micro-grid.

Since, the energy flows from these various sources are neither constant nor equivalent, control and balancing mechanisms [9], [10], [11] should be established for optimal energy utilization through an intelligent system based on interconnected microcontrollers [12] networked with sensors [13].

Our work was carried out on a micro-grid installed in a peripheral area of Lomé in Togo (West Africa), in a district where wind and sun conditions favor the production of wind and solar energy.

The contributions in our work are as follows: (1) Design of an improved system architecture for controlling and balancing energy flows. (2) Development of a strategy for controlling and balancing energy flows. (3) Development and implementation of a responsive, intelligent algorithm embedded on microcontrollers installed at strategic locations in the micro-grid. (4) Connection of the system to an IoT platform via 5G network to monitor, analyze, and process new data resulting from the algorithm’s implementation.

**Related work**

Recent work in micro-grid focused on the management of various renewable energies sources. Giorgio Graditi et al. [14] developed a heuristic-based formulation of shiftable loads; Amin et al. [15] formulated a model predictive control; Lei Zhang et al. [16] projected two-scale dynamic programming strategy and subsequently Ashabani et al. [17] proposed nonlinear control for energy management in micro-grid. In [18], Jinsung Byun et al. envisioned intelligent cloud home energy management system (iCHEMS), in which the appliances shedding is fared in accordance with the assigned priority considering the renewable energy capacity.

K. Venkatraman et al. [19] developed a micro-grid controller integrating the output from multiple types of renewable energy conversion systems, namely, wind and solar along with diesel generator as well as battery storage with source and load control features using Field Programmable Gate Arrays.

Another renewables energies sources system energy management is done by using PI controller in [20], [21], [22], [23]. Somnath Das et al. in [10], implemented a control strategy with fuzzy logic controller for smoothing of the power fluctuation and at the same time to maintain the battery state of charge with in allowable limits.

Betha et al. [24] combined an autonomous PV and a wind turbine using a DC bus, and the generated output power from the system is fed to all connected loads, while the extra power is injected into the electric grid.

Hajizadeh and Aliakbar Golkar [25] introduced an approach for active power sharing in a hybrid fuel cell/battery power source in order to improve the system’s efficiency and battery’s lifetime with an acceptable load.

Elmouatamind et al. [26] introduced a micro-grid system platform for efficient integration and management of renewable energy sources and storage devices.

Hangaragi [27] proposed a hybrid PV–wind system, which provides a sophisticated integration of the wind turbine and solar PV, in order to extract the optimum energy from the two sources, PV and wind.

In [28] a microcontroller network is implemented, interconnected to micro-grid sources. In this architecture, microcontrollers are connected to key elements of the micro-grid: collectors, energy storage devices and the energy management system among others.
These microcontrollers are the entry point to the sensor network. They are responsible for collecting the data and information produced at the level of the sensors, and for sending them via a VPN (Virtual Private Network) connection to the gateways. The latter proceed to transfer the data after the authentication and authorization procedures. These data, which are encrypted, are then conveyed to the heart of the sensor network for analysis and exploitation.

In our work, we used the performance of microcontroller boards, arduino and raspberry in order not only to make the system for controlling and balancing energy flows more efficient but also in case of addition of new components in the network and implementation of algorithms in arduino and python programming language for a dialogue between the platform and the cloud.

Micro-grid architecture

![Micro-grid architecture](image)

The micro-grid, subject of our study pools four energy sources. The priorities come from solar panels and wind turbines. The energy generated by these two sources is each stored in a specific battery. The two batteries, combined constitute a battery bank which is the third source of energy. This source is used in the event of a shortfall in solar and wind power generation. The fourth source of energy which is used upon in the ultimate event is the diesel generator. The architecture of the micro-grid is shown in Figure 1. The energy sources of this micro-grid are used to meet the needs of three different loads.

Proposed system and strategy

The proposed system interconnects with the existing micro-grid through specific nodes that we named S.A.D (for Sensor / Actuator Device). It is nothing more than a set of sensors and actuators linked to a microcontroller.

The S.A.D are placed in specific places depending on what we want to monitor and control. The S.A.D. are linked to a control and management center thus forming a network of
microcontrollers. This control center is connected to the cloud to which it sends data for monitoring needs and which is also stored in a database which is analyzed for future uses.

**A. Proposed architecture**

![Figure 2. Control and management system architecture](image1)

![Figure 3. Control and management system architecture details](image2)
Figure 2. shows us the general architecture of the micro-grid connected to the network of microcontrollers formed by the S.A.D.. Thus presenting the architecture of the control and management system of energy flows.

The Sensor / Actuator association for each S.A.D depends on the source or the load to be controlled; therefore varying the number of elements to be connected to the microcontroller as shown in Figure 3.

The microcontroller network as well as the control strategy are shown in the following sections.

**B. Microcontroller network**

1. Sensor / Actuator Device (S.A.D.)

Figure 4 is an internal image of the S.A.D showing the connections of the microcontroller to the sensors on the one hand and to the actuators on the other hand.

![Figure 4. Sensor / Actuator Device](image)

Each S.A.D in the network has a specific role to play depending on its location in the network. Table 1 summarizes the roles of each sensor and actuator of each S.A.D.

<table>
<thead>
<tr>
<th>N° S.A.D</th>
<th>Source / Load</th>
<th>Sensor / Actuator</th>
<th>Roles</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>PV Pannel</td>
<td>Sensor 1</td>
<td>Sense power from PV pannel</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sensor 2</td>
<td>Sense voltage and current between DC/DC converter and DC Bus</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sensor 3</td>
<td>Sense voltage and current between DC/DC converter and Battery 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Actuator 1</td>
<td>Control link between PV panel and DC/DC converter</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Actuator 2</td>
<td>Control link between DC/DC converter and AC Bus</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Wind Turbine</td>
<td>Actuator 3</td>
<td>Control link between DC/DC converter and Battery 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sensor 1</td>
<td>Sense power from Wind turbine</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sensor 2</td>
<td>Sense voltage and current between AC/DC converter and DC Bus</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sensor 3</td>
<td>Sense voltage and current between AC/DC converter and Battery 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Actuator 1</td>
<td>Control link between Wind turbine and AC Bus</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Actuator 2</td>
<td>Control link between AC/DC converter and DC Bus</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Actuator 3</td>
<td>Control link between AC/DC converter and Battery 2</td>
</tr>
<tr>
<td>3</td>
<td>Battery</td>
<td>Sensor 1</td>
<td>Sense voltage and current from Battery 1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sensor 2</td>
<td>Sense voltage and current from Battery 2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sensor 3</td>
<td>Sense voltage and current between DC/DC converter and DC Bus</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Actuator 1</td>
<td>Control flow from Battery 1 to battery bank</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Actuator 2</td>
<td>Control flow from Battery 2 to battery bank</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Actuator 3</td>
<td>Control link between DC/DC converter and DC Bus</td>
</tr>
<tr>
<td>4</td>
<td>Diesel Generator</td>
<td>Sensor</td>
<td>Sense power from Diesel Generator</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Actuator</td>
<td>Control link between Diesel Generator and AC Bus</td>
</tr>
<tr>
<td>5</td>
<td>Load 1</td>
<td>Sensor</td>
<td>Sense Load 1 voltage and current</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Actuator</td>
<td>Switch ON/OFF Load 1</td>
</tr>
<tr>
<td>6</td>
<td>Load 2</td>
<td>Sensor</td>
<td>Sense Load 2 voltage and current</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Actuator</td>
<td>Switch ON/OFF Load 2</td>
</tr>
<tr>
<td>7</td>
<td>Load 3</td>
<td>Sensor</td>
<td>Sense Load 3 voltage and current</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Actuator</td>
<td>Switch ON/OFF Load 3</td>
</tr>
</tbody>
</table>

2. S.A.D. Management and Control Center

The S.A.D. Management and Control Center consists of an Arduino MEGA board to which all the S.A.D. of the network are connected. It exchanges data with the raspberry board which is connected to the cloud through a 5G mini router as shown in Figure 5.
C. Flows control strategy

The S.A.D senses the flows generated and calculates the powers of energy supplied by the sources on the one hand, and the powers of energy required by the loads on the other hand. These data are the inputs for the strategy of control and balancing of energy flows in the micro-grid.

The strategy is summarized as follows:
First, the powers generated by the sources and calculated are compared to the powers of the loads:

- $P_{\text{solar}}$: PV panel power
- $P_{\text{wind}}$: Wind power
- $P_{\text{DG}}$: Diesel Generator power
- $P_{\text{S-W}}$: Solar and Wind total generated power

The voltage at the output of the battery bank is also taken into account.

- $V_{\text{bat}}$: Battery Bank Voltage
- $V_{\text{bat-min}}$: Minimum Battery Bank Voltage
- $V_{\text{bat-max}}$: Maximum Battery Bank Voltage

In principle, the power of each load is taken into account the total power is then calculated.

- $P_{L1}$: Load 1 power
- $P_{L2}$: Load 2 power
$P_{L3}$: Load 3 power

$P_L$: Loads Total power

At the initial state, powers are computed as follows:

\[
P_L = P_{L1} + P_{L2} + P_{L3}
\]

\[
P_{S-W} = P_{solar} + P_{wind}
\]

For the control flow balancing:

If $P_L > P_{S-W}$ then Check $V_{bat}$

If $V_{bat} > V_{bat-min}$ then switch ON link between DC/DC converter and DC Bus

If still $P_L > P_{S-W}$ and $V_{bat} = V_{bat-min}$ then switch OFF link between DC/DC converter and DC Bus and switch ON DG

If $P_L \geq P_{DG}$ then switch OFF Load 3

If still $P_L \geq P_{DG}$ then switch OFF Load 2

If $P_{solar}$ available and $V_{bat} \leq V_{bat-min}$ then switch ON link between DC/DC converter and Battery1

If still $V_{bat} \leq V_{bat-min}$ then check $P_{wind}$

If $P_{wind}$ available and $V_{bat} \leq V_{bat-min}$ then switch ON link between AC/DC converter and Battery2

If $V_{bat} > V_{bat-min}$ and $V_{bat} \leq V_{bat-min}$ then switch OFF link between DC/DC converter and Battery1 and switch OFF link between AC/DC converter and Battery 2

If $P_L < P_{S-W}$ then switch OFF DG switch OFF Load 2 and OFF Load 3

This strategy is translated into an algorithm and implemented in a python script that runs on the raspberry board and arduino code on arduino board. The information is displayed on a monitoring interface accessible via the cloud.

![Figure 6. Monitoring Screen](image)

On this screen, $P_{solar}$ and $P_{wind}$ are at maximum of power. In this case, the generated power $P_{S-W}$ can easily supply all of loads (Load 1, Load 2 and Load 3). So, Battery bank and Diesel Generator are not used.
Simulations and results

### Table 2. Sources informations

<table>
<thead>
<tr>
<th>N°</th>
<th>Sources</th>
<th>Values (Voltage – Current – Power)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>PV Pannel</td>
<td>137 V - 5 A - 685 W</td>
</tr>
<tr>
<td>2</td>
<td>Wind Turbine</td>
<td>126 V - 14.5 A - 1827 W</td>
</tr>
<tr>
<td>3</td>
<td>Battery</td>
<td>124 V - 3 A</td>
</tr>
<tr>
<td>4</td>
<td>Diesel Generator</td>
<td>240 - 3.5 A - 840 W</td>
</tr>
</tbody>
</table>

**A. Case 1: Wind Turbine OFF**

*Figure 7. Monitoring Screen with PV panel Source and battery bank ON*

The power generated is not sufficient to supply the loads, the battery bank is then used.

**B. Case 2: PV pannel OFF**

In this case, Wind turbine and PV panel are OFF and Battery voltage is not enough, so we switch ON Diesel Generator.
C. Case 3: Diesel Generator ON

With the DG being ON if the power generated does not cover the loads, we switch Load 3 OFF (Figure 9.) and if it is still not sufficient, we switch Load 2 off (Figure 10)
Conclusion

In our work, we designed a microcontroller architecture interconnected to the renewable energy micro-grid.

A strategy is then implemented for the control and balancing of energy flows in the micro-grid.

The set of microcontroller-sensor-actuators (S.A.D) are deployed at strategic points in the micro-grid providing constantly data from power generated and consumed, equipment health and status.

The arduino and raspberry boards offer performance that collects data from the various equipment to which the sensors are connected. This data then travels to the cloud for analysis.

In the outlook, the power data will be analyzed and compared to the values collected over a given period, so as to detect the state of health of the equipment in order to take decisions in real time.
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Abstract. Time series forecasting in the energy sector is important to power utilities for decision making to ensure the sustainability and quality of electricity supply, and the stability of the power grid. Unfortunately, the presence of certain exogenous factors such as weather conditions, electricity price complicate the task using linear regression models that are becoming unsuitable. The search for a robust predictor would be an invaluable asset for electricity companies. To overcome this difficulty, Artificial Intelligence differs from these prediction methods through the Machine Learning algorithms which have been performing over the last decades in predicting time series on several levels. This work proposes the deployment of three univariate Machine Learning models: Support Vector Regression, Multi-Layer Perceptron, and the Long Short-Term Memory Recurrent Neural Network to predict the electricity production of Benin Electricity Community. In order to validate the performance of these different methods, against the Autoregressive Integrated Mobile Average and Multiple Regression model, performance metrics were used. Overall, the results show that the Machine Learning models outperform the linear regression methods. Consequently, Machine Learning methods offer a perspective for short-term electric power generation forecasting of Benin Electricity Community sources.

Keywords: Linear regression models, Short-term forecasting, Electric power generation, Machine Learning Algorithms

Introduction

Nowadays, with the liberalization and technological advances in the energy sector, several electric companies are in perpetual competition in the energy market to satisfy customer demand. In addition to this, the evolution of demand has huge uncertainties and follows stochastic processes due to several complex factors such as the time, weather, seasonality, economic activity, days, preferential tariffs, occasional events, etc. which are all non-linear. At any given time, the energy supply must equal demand. Unfortunately, the amount of electricity generated and the consumption of electricity should be balanced because there is no developed system that can store the electricity that should be generated in case of sudden demand.

Unbalanced demands for electricity generation lead to economic losses and user dissatisfaction. It is therefore important for electricity providers to maintain this balance. Overestimating future load can lead to unnecessary waste of resources, which in turn can lead to additional cost in capital expenditures. However, underestimation of future demand can also result in certain malfunctions or failures that may influence the long-term stability of the power system [1]. In this context, a robust forecasting tool remains essential for decision-
making on planning generation sources and improving the national economy. The electricity produced at each point in time is equal to the sum of demand and line losses. However, forecasting errors can, in fact, cause significant operational costs [2]. According to Hobbs et al. [3], a reduction in the average forecast error of 1% can save thousands or even millions of dollars in a power generation unit. Depending on the planning horizon, the different types of forecasts can be classified into four categories: ultra-short-term (less than 1 hour), very short-term (1 to 1 day, or 1 week), medium-term (1 week to 1 year) and long-term (1 year to 10 years).

Forecasting techniques can be classified into two groups, namely statistical models and artificial intelligence (AI) models. Traditional statistical models include regression analysis, moving average, exponential smoothing, stochastic time series models, etc. Machine learning, data mining, artificial neural networks, genetic algorithms, fuzzy time series and expert systems are based on AI techniques. Neural network algorithms are the most popular models for nonlinear time series problems compared to methods that have limitations when the aforementioned exogenous variables that influence power generation are considered. Several works have also focused on the development of ensemble methods in machine learning and hybrid models to improve the accuracy of electricity forecasting. Moreover, many recent studies have been conducted on load prediction using different deep learning techniques [4]. Deep Learning uses artificial neural networks that are inspired by the functioning of the human brain. These networks are composed of a multitude of hidden layers of neurons, each receiving and interpreting information from the previous layer.

The objective of this work is to develop Machine Learning models Support Vector Regression, Multi-Layer Perceptron, and the Long Short-Term Memory Recurrent Neural Network that have a strong generalization capability to predict the electric power production of the Electricity Community of Benin in order to minimize the Mean Absolute Percentage Error (MAPE) and improve the Coefficient of Determination ($R^2$) and other metrics are used as performance indicators. The CEB is an international organization co-owned by the governments of Benin and Togo. The contributions of this work are declined into five (05) points presented as follows:

- to develop an efficient one-step-ahead forecasting system for electricity generation companies and industries (CEB) for reducing the generating and operating cost;
- to investigate the application of appropriate techniques and tools of forecasting on electricity for Benin and Togo with minimum forecasting error;
- to investigate the application of the generated results as a guideline for the better performance of different Machine Learning models of Communauté Électrique du Bénin;
- to show the power and prospects of Machine Learning algorithms;
- identify the key parameters that influence the electricity generated by the electricity generation companies and industries (CEB).

**Modeling**

Suppose we have a training data set $D$ containing $T$ pairs of vector $x$ and scalar $y$ given by Eq. (1). Where $y_t$ is a time series and $x_t$ is a vector of dimension $d$ $x_t = [x_{t1},...,x_{td}]^T$. All input vectors are often combined into a matrix $X$, and the output values into the output vector $Y$.

$$D = \{(x_t,y_t) | t = 1,...,T\}$$  \hspace{1cm} (1)

The general model of a time series is given by Eq. (2):

$$y_t = f(x_t;\theta) + \varepsilon_t$$  \hspace{1cm} (2)
Where \( f \) is a function that corresponds to the input, \( x_t \) the observation at time \( t \), \( \theta \) the parameter vector, \( \epsilon_t \) is a random error term of zero mean that is assumed to have a Gaussian distribution unless otherwise specified by Eq. (3).

\[
\epsilon_t \sim \mathcal{N}(0, \sigma^2)
\] (3)

The forecast one at horizon \( h \) is done by evaluating the function \( f \) at the test point \( x_{T+h} \).

\[
y_{T+h} = f(x_{T+h}, \theta)
\] (4)

Where \( \theta \) is the vector of parameters from the training on the training data set \( D \) [5]. With this general model, the following section offers a global view of all the prediction models developed in this study.

**Multiple linear regression model**

Multiple linear regression (MLR), also known simply as multiple regression, is a statistical technique that uses multiple explanatory variables to predict the outcome of a response variable. The objective of multiple linear regression (MLR) is to model the linear relationship between the explanatory (independent) variables and the response (dependent) variable. In case of multidimensional analysis. the MLR model is expressed by Eq. (5).

\[
y = \beta_0 + \beta_1 \cdot x_1 + \ldots + \beta_n \cdot x_n + \epsilon
\] (5)

Where \( y \) is the dependent variable, the \( x_i \) are the independent variable, the \( \beta_i \) are the parameters, and the \( \epsilon \) are the error.

**ARIMA model**

There are three distinct integers (p, d, q) used to parameterize the ARIMA models. Hence the contracted notation ARIMA (p, d, q). Together, these three parameters account for seasonality, trend and noise in the data sets. ARIMA models are applied in some cases where the data show evidence of non-stationarity, where an initial differentiation step can be applied one or more times to eliminate non-stationarity [6]-[8]. The autoregressive part of the model (p) allows the effect of past values to be incorporated into the model. The integrated part of the model (d) includes the model terms that incorporate the amount of differentiation to be applied to the time series. The moving average part of the model (q). This allows us to define the error of our model as a linear combination of the error values observed at previous times in the past. An ARIMA (p, d, q) model using the lag polynomial \( L \) is expressed by Eq. (6).

\[
(1-\sum_{i=1}^{p} \varphi_i \cdot L^i)(1-L)^d = (1+\sum_{j=1}^{q} \theta_j \cdot L^j) \epsilon_t
\] (6)

Where \( L \) is the lag operator, the \( \varphi_i \) are the parameters of the autoregressive part of the model, the \( \theta_j \) are the parameters of the moving average part and the \( \epsilon_t \) are error terms.

Model selection can be performed based on the values of specific criteria such as the standard Akaike information criteria (AIC) [9]. The Akaike information criterion is written by Eq. (7).

\[
\text{AIC}=2k-2\ln(L)
\] (7)

Where \( k \) is the number of parameters to be estimated for the model and \( L \) is the maximum of the likelihood function (a function of the parameters of a statistical model calculated from observed data) of the model. If we consider a set of candidate models, the model chosen is the one with the lowest AIC value. This criterion is therefore based on a trade-off between
the goodness of fit and the complexity of the model. We solved this problem by programmatic selection of the optimal parameter values for our ARIMA \((p, d, q)\) time series model. We will use a "grid search" to iteratively explore different parameter combinations. Once we have explored the entire parameter landscape, our optimal set of parameters will be the one that gives the best performance for our criteria of interest. This process is called grid search (or hyper parameter optimization) \([10]\) for model selection. Let us start by generating the different parameter combinations we want to evaluate. When evaluating and comparing statistical models with different parameters, each can be compared based on its fit to the data or its ability to accurately predict future data points. We will use the AIC (Akaike Information Criterion) value, which is returned with the ARIMA models. AIC is used to determine how well a model fits the data while taking into account the overall complexity of the model. A model that fits the data very well while using many features will be assigned a higher AIC score than a model that uses fewer features to achieve the same fit. Therefore, we are interested in finding the model that gives the lowest AIC value.

### Multi-Layer Perceptron model (MLP)

Artificial neural networks are one of the approaches to artificial intelligence that are being developed through the methods by which humans are still trying to imitate nature and reproduce their own modes of reasoning and behavior. A neuron is essentially an integrator that performs a weighted sum of its inputs. The results of this sum are then transformed by a transfer function \(f\) which produces the output \(y\) of the neuron. Following the notations presented in the previous section, the \(n\) inputs of the neuron correspond to the vector \(X\), while represents \(W\) the vector of weights of the neuron. The output \(s\) of the integrator is given by Eq. (8).

\[
O(t) = W^T \cdot X(t) \pm b
\]  

This output corresponds to a weighted sum of the weights and inputs plus what is called the bias \(b\) of the neuron. The result \(s\) of the weighted sum is called the activation level of the neuron. The bias \(b\) is also called the activation threshold of the neuron. When the activation level reaches or exceeds the threshold \(b\), then the argument of becomes positive (or zero). Otherwise, it is negative. We will assume that all neurons are synchronous, i.e. that at each time \(t\), they will simultaneously compute their weighted sum and produce an output given by Eq. (9).

\[
y(t) = f(O(t)) = f(W^T \cdot X(t) \pm b)
\]  

The activation function \(f\) plays a very important role in the behavior of the neuron. It returns a value representative of the activation of the neuron, this function has as parameter the weighted sum of the inputs and the activation threshold. The nature of this function differs according to the network. There are various types of activation function presented in the literature. The ReLU (Linear Rectification Unit) function is a generalization function that solves the saturation problem of the Sigmoid and Hyperbolic Tangent functions. It is the most widely used function in deep network learning.

\[
\text{ReLU} = \begin{cases} 
  y(t) = 0 & \text{si } O(t) < 0 \\
  y(t) = 1 & \text{si } O(t) \geq 0
\end{cases}
\]  

One of the most common algorithms used in this study is backpropagation. This algorithm changes the weights of a network whose architecture is fixed by the operator, each time an example \(y_i = f(x_i)\) is presented. This change is done in such a way as to minimize the error between the desired output and the response of the network to an input \(x_i\). At each iteration
the input signal propagates in the network in the input-output direction, an output is thus obtained, the error between this output and the desired output is calculated and then by backpropagation intermediate errors, corresponding to the hidden layer are thus calculated and allow the adjustment of the weights $w_{ij}(t)$ of the hidden layer. The gradient backpropagation algorithm thus has 2 phases:

- propagation: at each step, an example is presented to the network as input. This input is propagated to the output layer.
- correction: For sure, the network will not provide exactly what was expected. We therefore calculate an error (usually the mean square sum of the errors for all the output neurons) which we back-propagate in the network. This process is interrupted as soon as the global error is estimated to be sufficient.

**Support Vector Regression (SVR)**

Support Vector Regression (SVR) is an adaptation of Support Vector Machines (SVM) to the regression problem. SVMs and SVRs are a class of supervised learning algorithms, based on the same principles as neural networks. They are based on the search for the optimal hyperplane, which, when possible, correctly classifies or separates the data while being as far away as possible from all observations. The use of SVMs as much in classification optimization as in regression algorithms consists in determining the optimal Lagrange multipliers. The principle is therefore to find a classifier, or a discrimination function, whose generalization capacity is as large as possible. The model of the classifier is built from a training set de $\mathbb{N}$ of examples labeled $(x_i, y_i)$ with $x_i \in \mathbb{N}^p$ and $y_i \in \{-1; 1\}$ according to the class represents the dimension of the input vectors or the number of features in the input examples). The training allows, in the case where the examples are linearly separable, to build the decision function $f$ also called separator hyperplane of the form defined by Eq. (11).

$$f(X) = \text{sign}(\langle W, X \rangle + b)$$ (11)

With $W \in \mathbb{N}^p$ and $b$ the parameters to determine in which part of the hyperplane. The figure shows the linearly separable case, where the margin $\Delta$ is defined by the minimum distance between the two points of the different classes. The principle of SVMs is taken up and adapted by SVRs to model a regression problem. The goal is to approximate a set of data $(x_i, y_i)$ by a function $f$ in the form given by Eq. (12).

$$f(X) = \langle W, X \rangle + b$$ (12)

such that the error is expressed by Eq. (11).

$$|f(x_i) - y_i| \leq \gamma$$ (13)

With $i \in \{1,..., N\}$. The idea is to minimize the term $w$ while being under the constraint of not exceeding an error rate $\gamma$. If we consider the minimization of $\|w\|^2$ we obtain the quadratic optimization problem. This description of the problem therefore assumes that a linear function $f$ exists that approaches all examples with precision $\gamma$. In practice, this is not always the case. In the presence of outliers, it is also more important to allow some errors. In this case, the concept of flexible margin is used. It consists in introducing slack variables $\xi_i$ and $\xi_i^*$ to make the constraints of the optimization problem feasible in Eq. (14).
\[
\min \left\{ \frac{1}{2}\|w\|^2 + C\sum_{i=1}^{n}(\xi_i + \xi_i^*) \right\} \\
\text{subject to} \quad \begin{cases} 
  y_i - w^T x_i - b \leq \varepsilon + \xi_i \\
  w^T x_i + b - y_i \leq \varepsilon + \xi_i^* 
\end{cases}
\]  

(14)

\(\xi_i\) and \(\xi_i^*\) representing respectively the positive and negative errors. The constant \(C > 0\) is a hyper parameter to adjust the tradeoff between the allowed error and the flatness of the function \(f\). Using the dual formulation and the Lagrange equation, the resulting function can be written by:

\[f(x) = \sum_{i=1}^{n} (\alpha_i + \alpha_i^*) \cdot K(x, x_i) + b\]  

(15)

with \(\alpha_i\) and \(\alpha_i^*\) the Lagrange multipliers from the dual formulation. \(K(\quad )\) is a kernel function that induces a nonlinear transformation of the data to an intermediate space of higher dimension. Some commonly used kernel functions in the literature are Linear function, polynomial function, Radial basis function (RBF) and Sigmoid. This paper used the Gaussian radial basis function (RBF) as the kernel function, because RBF is the most effective for the nonlinear regression problems. The RBF can be expressed by Eq. (16).

\[K(x, x_i) = \exp\left(-\frac{\|x - x_i\|^2}{2\sigma^2}\right)\]  

(16)

Where \(\sigma\) is the standard deviation. The selection of optimal hyperparameters was done by cross-validation.

**Long Short-Term Memory Recurrent Neural Network (LSTM)**

Long Short-Term Memory (LSTM) is an artificial recurrent neural network (RNN) architecture [1] used in the field of deep learning. Unlike neural networks. However, the hidden units are replaced by memory blocks. An LSTM unit consists of a cell \((c)\), an input gate \((i)\), an output gate \((o)\) and a forget gate \((f)\). The output vector \((h)\) represents the state of the LSTM hidden layers. The cell remembers values over arbitrary time intervals and the three gates regulate the flow of information into and out of the cell. The module has three gate activation functions \(\sigma_s\) (sigmoid function), \(\sigma_c\) (hyperbolic tangent), and \(\sigma_o\) (hyperbolic tangent) which is sometimes \(\sigma_b(x) = x\). The operation performed by the LSTM layers is given by Eqs. (17).

\[f_t = \sigma_s(W_f \cdot x_t + U_f \cdot c_{t-1} + b_f)\]  

(17)

\[i_t = \sigma_s(W_i \cdot x_t + U_i \cdot c_{t-1} + b_i)\]  

(18)

\[o_t = \sigma_s(W_o \cdot x_t + U_o \cdot c_{t-1} + b_o)\]  

(19)

\[c_t = f_t \odot c_{t-1} + i_t \odot \sigma_c(W_c \cdot x_t + b_c)\]  

(20)

\[h_t = o_t \odot \sigma_h(c_t)\]  

(21)

During model fitting, the mean square error is used as the loss function to optimize the LSTM model parameters and Adam is used as the optimization algorithm for the loss function.
Methodology

Historical power generation data is provided by CEB recorded every 1 hour collected from 1st January 2015 to 31st December 2019. This time series requires pre-processing, especially because there are many missing values and outliers in the original raw data. The presence of these outliers alters the accuracy of the predictions which could be lower. In this project, a filtering technique is used. Then the system is loaded with a dataset composed of 24 input variables using slide windows technique. The data is normalized using the min-max scaling method and then divided into training (1st January 2015 to 30th November 2019) and test sets (1st to 31st December 2019). Then, the SVR, MLP, LSTM, ARIMA and MLR models are built and trained. After that, the models are used to forecasting.

Result and Discussion

The objective of this project is to minimize the mean absolute percentage error (MAPE) which is used as a measure of accuracy. The results are presented in Table 1. According to the table, errors of ARIMA is the highest. Overall, the Machine Learning model performs better than the linear models. The ANN model can predict the electric power generation the minimum MAPE and maximum $R^2$. After examining the results, we realize that the best model is the Artificial Neutral Network (MLPRegressor) and it has the best Several statistical indicators including Mean Absolute Percentage Error (MAPE), Root Mean Square Error (RMSE), Normalized RMSE (NRMSE) and Correlation Coefficient ($R^2$) as well as other statistical tools can be used to provide a proper comparative evaluation of the forecasting models. Table 1 presents the different metrics used to test different model performance for the 1-hour-ahead forecast.

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE</th>
<th>nRMSE</th>
<th>MAPE</th>
<th>$R^2$ value</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARIMA</td>
<td>17.9477</td>
<td>0.064058</td>
<td>14.3430</td>
<td>0.7629</td>
<td>5th</td>
</tr>
<tr>
<td>MLR</td>
<td>17.14236</td>
<td>0.061237</td>
<td>4.063912</td>
<td>0.7835406</td>
<td>4th</td>
</tr>
<tr>
<td>SVR**</td>
<td>16.6050</td>
<td>0.05931727</td>
<td>3.83646</td>
<td>0.796898</td>
<td>2nd</td>
</tr>
<tr>
<td>ANN*</td>
<td>16.2753</td>
<td>0.05825749</td>
<td>3.83245</td>
<td>0.80427</td>
<td>1st</td>
</tr>
<tr>
<td>LSTM</td>
<td>18.4812</td>
<td>0.06595</td>
<td>4.26894</td>
<td>0.749155</td>
<td>3rd</td>
</tr>
</tbody>
</table>

Conclusion

The objective of this project is to develop a system for forecasting the electricity balance between supply and demand using the Machine Learning technique and to evaluate its performance by comparing it to other linear regression techniques. Time series forecasting in the energy sector is important for utilities for decision making to ensure the sustainability and quality of electricity supply, and the stability of the power system. Unfortunately, the presence of some exogenous factors such as weather conditions, electricity prices, etc... complicates the task with the use of linear regression models that become inadequate. Finding a robust predictor would be a valuable asset for utilities. To overcome this difficulty, Artificial Intelligence is distinguished from these prediction methods by Machine Learning algorithms that have been successful in the last decades in predicting multilevel time series. This work proposes the deployment of three univariate machine learning models: Support Vector Regression, Multilayer Perceptron, and Long Term Memory Recurrent Neural Network to predict the electricity production of the Benin Electricity Community. In order to validate the performance of these different methods, compared to the autoregressive integrated moving average model and the multiple linear regression model. Performance metrics were used. Overall, the results show that the machine learning models except LSTM perform better than
the linear regression methods. Therefore, machine learning methods offer a perspective for short-term forecasting of electric power generation.

**Future Work**

- Try on the new input structure more.
- Train the model using more datasets
- Apply another deep learning technique
- Adopted the K-Fold Cross-validation methodology when selecting the best parameter for a single model
- Extend the results of this paper
- Elaborate the work methodology
- Use Google Colab or Amazone Web Service for the study.
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Static and dynamic evaluation of wind potential in the Kara region of Togo using artificial neural networks
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Abstract. Togo's energy situation is characterized by a low rate of access to electricity (38.07 % in 2017). In the Kara region, there is certainly a wind potential whose study is necessary for the production of electricity. Thus, from the data recorded each day at intervals of one hour, we used Weibull distribution to evaluate the wind energy potential at 10m and then at 25m, 50m, 75m and 100m. However, the promotion of this source requires not only the knowledge of its potential but also the evolution of its quantity over time because in reality wind energy is confronted with the random nature of the wind. Thus, for the prediction of the wind potential in the region of Kara, we used artificial neural networks. The neural architecture used is a multilayer perceptron with a single neuron under the hidden layer whose activation function is a sigmoid function while the output layer uses a linear function. The prediction results obtained with an average squared error of 0.005 and a correlation of 0.96 show that the prediction results using this tool are acceptable and can be generalized under the same conditions on other sites. The evaluation of the wind potential in the region of Kara has enabled us to determine the amount of total energy available in the wind at different altitudes. Through the average values of wind speeds determined, we could make an optimal choice of wind turbine to convert this kinetic energy of the wind into electrical energy.

Keywords: Wind power, Weibull distribution, Artificial Neural Networks.

Introduction

Through improvement of technologies in recent years, wind power generation has reached a high level of technological maturity and industrial reliability [1]. However, the major problem with this energy is the high variability of its production due to the random nature of its source which is wind. The choice of wind turbines and the height of their mast therefore requires a prior determination of the wind potential. In this study, we will present the results and discuss the static assessment of wind potential in the Kara region after presenting the methodology and data used.

Methodology

Evaluating the wind potential of a site requires a rigorous scientific approach. This approach requires not only the meteorological data and the determination of the mathematical function used to approximate the histogram of wind speed frequencies.
Meteorological data collection

The Kara region is one of the five regions of Togo. It consists of seven prefectures: Assoli, Bassar, Binah, Dankpen, Doufelgou, Keran and Kozah. Wind characteristics must be known in order to assess the wind potential of a site. These characteristics are mainly wind speed and direction. To these two can be added ambient temperature, pressure, relative humidity.

Statistical representation of the information

When wind data information is available, it can be represented in the form of a histogram. The histogram illustrates the variation in the relative frequency of wind speeds. If the wind speed intervals are decreasing, the limit of the histogram is a probability density function \( [2] \). However, it is difficult to manipulate the data set for a wind speed frequency distribution. For theoretical considerations, it is more appropriate to approach the wind speed frequency histogram by a continuous mathematical function than by a discrete table of values.

According to the literature, several models are available to model the wind speed distribution \([3]\). A Gaussian or Rayleigh distribution function is not always adequate in the case of wind speeds \([4]\). According to GUMBEL J.E \([5]\), a better solution is to use the Weibull distribution \([6]\). Through In TROEN et al \([7]\), the Weibull distribution is currently a standard for the representation of wind site climatology. The advantage of this representation is that the mean annual production of a given wind turbine can be quickly determined by knowing the Weibull characteristic of the site and the power curve of the wind turbine. as detailed in \([7]\), \([8]\).

Weibull distribution

The Weibull function can be described by two or three parameters. Due to its advantages highlighted by JUSTUS \([9]\), \([10]\) and to wind industry standards, we use the two-parameter Weibull function as described by TROEN et al \([7]\). Its mathematical expression is given by equation (1):

\[
f(v) = \left( \frac{k}{A} \right) \left( \frac{v}{A} \right)^{k-1} \exp \left( \frac{v}{A} \right)^k
\]

Where:

- \( f(v) \) is the probability density and represents the frequency distribution of the velocities;
- \( A \) (m/s) is the Weibull scale parameter that provides information on the average wind speed characteristic of the site; it is the value of the speed for which the Weibull function admits a maximum;
- \( k \) (without unit) is the Weibull form factor. representative of the asymmetry of the function; it indicates the more or less pointed character of the distribution.

For \( k = 1 \), we obtain an exponential law \([4]\). The Rayleigh distribution for \( k = 2 \) is only a special case of the Weibull distribution \([12]\). The approximation of a Gaussian distribution is obtained for \( k = 3.6 \).

Hybrid Weibull distribution

The Weibull hybrid distribution is used at sites where the frequency of calm winds is relatively high \([9]\). Indeed, this rather significant proportion of calm winds cannot be neglected, as the \( k \) factor is close to the value 1, thus representing an exponential distribution. Equation (2) gives us the expression of the Weibull hybrid distribution:

\[
f(v) = \begin{cases} 
F_0 & \text{pour } v < 1 \\
(1 - F_0) \left( \frac{k}{A} \right) \left( \frac{v}{A} \right)^{k-1} \exp \left( -\frac{v}{A} \right)^k & \text{pour } v \geq 1
\end{cases}
\]

\( F_0 \) represents the frequency of calm speeds. which is determined from wind data.
Available kinetic power

The available kinetic power in the wind is given by [2], [12], [13] through equation (3)

\[ P_d = \frac{1}{2} \rho_a S v_m^3 \]  

Where \( P_d \) is the available kinetic power in the wind, \( \rho_a \) is the air density. \( S \) is the area swept by the blades and \( v_m \) is the average wind speed upstream of the blades.

Recoverable power

It is impossible to transform all the kinetic power available in the wind into mechanical power by means of a wind turbine. That would have meant zero speed just behind the rotor. BETZ has shown [14-15] that there is an optimal wind speed behind the rotor so that there is maximum power extracted from the wind which then gives a maximum power coefficient \( C_p \). The recoverable power is:

\[ P_r = C_p P_d \]  

\( C_p = \frac{16}{27} \) for the maximum power coefficient according to Betz [14], [15]. In practice, \( 0.35 \leq C_p \leq 0.45 \) according to A.W. Manyonge et al [16].

Vertical extrapolation

Wind speed can be extrapolated vertically by a logarithmic law [17].

\[ v(z) = v_{10} \left( \frac{\ln(z/z_o)}{\ln(10/z_o)} \right) \]  

where \( v(z) \) is the wind speed at altitude \( z \). \( v_{10} \) is the wind speed at 10m. \( z_o \) is the site roughness.

Wind speed forecasting techniques and extension to power forecasting

There are two main approaches to simulating the behaviour of the wind field at a site. These are the physical and statistical approaches. So-called "physical" models are based on considerations of the physics of the atmosphere and lead to a Numerical Weather Prediction (NWP). NWP models [18] (for an introduction to NWP models) are suitable for forecasts ranging from several hours to several days. The HIRLAM (High Resolution Local Area Modelling). [19] and the CFD (Computational Wind Dynamics) model are the main examples. When dealing with short forecast horizons (minutes to hours), the use of statistical methods is more advisable [20]. Models using these approaches are usually based on time series analysis. The simplest of these is the autoregressive (AR) model: an nth-order AR is a model in which the future value is obtained to within one noise (error) as a linear combination of the last \( n \) measured values. To model different weather series [21] such as monthly precipitation [22], annual flow [23] and many other applications [24], their generalization ARMA (or ARIMA). [25-26] has been used. Kalman filter methods [27]. Markov chain tools [28] and wavelets [29] are also time series based approaches applied to wind speed data. However all approaches that directly describe the stochastic dynamics of the amplitude face problems related to the non-Gaussian nature of its statistics and the presence of seasonal effects [20]. Other more recent techniques, based on artificial intelligence have been considered in the context of wind resource forecasting. Black-box models would also allow non-linear processes to be modelled, unlike classical linear methods. Following the studies of Cadenas et al [30], who focused their comparison on the structure of the network, they concluded that a 2-layer network with 2 neurons on the input layer and 1 on the output layer is better. The squared error obtained for this architecture is indeed 0.16%. In our work, we used a two-layer perceptron and varied the number of neurons under the hidden layer. The activation function of the latter is sigmoid. At the output, the activation function is kept always linear.
Wind speed \(v(t-1)\), temperature \((T(t-1))\), pressure \((P(t-1))\), relative humidity \((RH(t-1))\) all at time \(t-1\), velocity \((v(t-2))\) at time \(t-2\) are the input variables of the model. The output is of course the wind speed \((v(t))\) at time \(t\). The different configurations are presented in the table below.

**Table 1.** Presentation of the different configurations of the prediction models

<table>
<thead>
<tr>
<th>Configurations</th>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(T(t-1), P(t-1), RH(t-1), v(t-1))</td>
<td>(V(t))</td>
</tr>
<tr>
<td>2</td>
<td>(T(t-2), P(t-2), RH(t-2), v(t-2))</td>
<td>(V(t))</td>
</tr>
<tr>
<td>3</td>
<td>(T(t-1), P(t-1), RH(t-1), v(t-2))</td>
<td>(V(t))</td>
</tr>
</tbody>
</table>

**Results. analysis and discussion**

**Choosing which Weibull distribution to use**

The analysis of the wind frequency histogram (Figure 1) reveals that cool and moderate winds are quite frequent (98.70%). Calm winds, on the other hand are less frequent (1.30%). It is therefore more practical to use the classical Weibull distribution to assess the wind potential in the Kara region as it would better reflect the wind statistics in the Kara region.

![Wind speed frequency distribution](image)

**Figure 1. Frequency histogram**

**Frequency distribution of wind speeds**

Figure 2 is a frequency distribution. As the velocity classes are sufficiently narrow, we had represented in red through equation 1 the Weibull probability density function which is a probability law in the form of an integral. The coefficients 3.15 and 2.16 are respectively the scale parameter and the Weibull form factor. The median of 2.58m/s reflects that the wind thus blows at less than 2.58m/s half the speed of the wind of the time and at more than 2.58m/s during the other half.
Figure 2. Weibull probability density

Static evaluation of wind potential using the conventional Weibull distribution at 10 metres

The curve in Figure 3 represents the variation of the total energy available in the wind and the maximum recoverable energy at 10m as a function of wind speed. These curves were obtained using equations (3) and (4).

Figure 3. Available and recoverable power

On Figure 3, two main parts can be distinguished. Firstly, the extremities for which the power is almost zero. In reality, for speeds below 1m/s this is due not only to the scarcity of calm winds but also to the fact that their energy content is very low; on the other hand, for speeds above 5m/s the cause is solely due to the low frequency of strong winds. Secondly, for moderate winds with speeds between 1m/s and 5m/s, the value of the total power available is not negligible. However, at an altitude of 10m, the total energy available in the wind is low. Moreover, at this height, the wind is often slowed down by obstacles. In order to make optimal use of wind energy in the Kara region, we therefore need to get more wind at higher altitudes.

Extrapolation of results to different altitudes

Using equation (5), the wind speed data were then extrapolated to other heights.
Analysis of Figure 4 reveals that as one moves upwards, the amplitude of the density curve increases and is shifted to the right. This phenomenon is due to an increase in the number of high wind speeds and a decrease in the number of low wind speeds resulting in an increase in the average speed. Table 2 summarizes the different average values of speed, total available and recoverable power, scaling parameter and form factor at different altitudes.

Table 2. Average values of speeds and energies at different altitudes

<table>
<thead>
<tr>
<th>Height (m)</th>
<th>Average speed (m/s)</th>
<th>Total power (W/m²)</th>
<th>Recoverable power (W/m²)</th>
<th>Scale parameter A (m/s)</th>
<th>Form factor k</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2.79</td>
<td>27.67</td>
<td>15.21</td>
<td>3.16</td>
<td>2.16</td>
</tr>
<tr>
<td>25</td>
<td>4.2</td>
<td>86.64</td>
<td>51.34</td>
<td>4.74</td>
<td>2.18</td>
</tr>
<tr>
<td>50</td>
<td>5.25</td>
<td>170.09</td>
<td>100.79</td>
<td>5.94</td>
<td>2.18</td>
</tr>
<tr>
<td>75</td>
<td>5.87</td>
<td>237.56</td>
<td>140.78</td>
<td>6.63</td>
<td>2.18</td>
</tr>
<tr>
<td>100</td>
<td>6.3</td>
<td>294.92</td>
<td>174.77</td>
<td>7.13</td>
<td>2.18</td>
</tr>
</tbody>
</table>

Dynamic evaluation of wind speed

Features of the best models in each configuration

The characteristics of the best model in each configuration are shown in the table below. For these 3 configurations, we note that the best results are obtained with a neuron under the hidden layer.

Table 3. Characteristics of the best architecture

<table>
<thead>
<tr>
<th>Configurations</th>
<th>Number of neurons</th>
<th>MSE</th>
<th>RMSE</th>
<th>MAE</th>
<th>R²</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.00538</td>
<td>0.07341</td>
<td>0.02630</td>
<td>0.90877</td>
<td>0.95851</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0.01036</td>
<td>0.10179</td>
<td>0.04474</td>
<td>0.75627</td>
<td>0.88440</td>
</tr>
</tbody>
</table>
### Configurations

<table>
<thead>
<tr>
<th>Number of neurons</th>
<th>MSE</th>
<th>RMSE</th>
<th>MAE</th>
<th>R²</th>
<th>ρ</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.01064</td>
<td>0.10317</td>
<td>0.04506</td>
<td>0.7489</td>
<td>0.88123</td>
</tr>
</tbody>
</table>

### Prediction of available and recoverable energy with the chosen model

The best architecture is the configuration 1 with one neuron under the hidden layer. The input variables of the neural network model are wind speed \(v(t-1)\), temperature \(T(t-1)\), pressure \(P(t-1)\), relative humidity \(RH(t-1)\) all at time \(t-1\). The output of the model is of course the wind speed \(v(t)\) at time \(t\). The prediction results are shown in the table below in which we can distinguish the square error (MSE) and its square root (RMSE), the absolute error (MAE), the coefficient of determination \(R^2\) and the correlation coefficient \(\rho\). The figures below show the superimposed curves of target (red curve) and predicted (blue curve) energies at 10m, 25m, 50m, 75m and 100m respectively as a function of wind speed.

**Figure 5.** Target and predicted energy curves at 10m

**Figure 6.** Target and predicted energy curves at 25m

**Figure 7.** Target and predicted energy curves at 50m

**Figure 8.** Target and predicted energy curves at 75m
The observation of the above figures reveals that each curve obtained by our neural network architecture model coincides with the energy curve available on the site. Nevertheless, a small shift between these curves is observed from 2.5m/s, 3.5m/s, 4m/s, 4.2m/s and 4.5m/s respectively at altitudes of 10m, 25m, 50m, 75m and 100m respectively. The maximum deviation is obtained when the curves reach their maximum and begins to narrow beyond the nominal speed until a new coincidence is reached when the energy is cancelled out. The results obtained for the estimation of available and recoverable energy at 10m, 25m, 50m, 75m and 100m are given in Table below.

<table>
<thead>
<tr>
<th>Height (m)</th>
<th>Available energy (Wh/m²)</th>
<th>Recoverable energy (Wh/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Target</td>
<td>Prediction</td>
</tr>
<tr>
<td>10m</td>
<td>29.4362</td>
<td>27.9153</td>
</tr>
<tr>
<td>25m</td>
<td>99.3230</td>
<td>94.2226</td>
</tr>
<tr>
<td>50m</td>
<td>194.9986</td>
<td>185.0032</td>
</tr>
<tr>
<td>75m</td>
<td>272.3616</td>
<td>258.3854</td>
</tr>
<tr>
<td>100m</td>
<td>338.1195</td>
<td>320.7831</td>
</tr>
</tbody>
</table>

**Table 4. Predicted energies at different altitudes**

**Pitch orientation**

The compass rose allows us to better appreciate the dominant wind directions. Analysis of Figure 10 reveals that there are two dominant wind directions, northeast and southwest. However, southwest, and more precisely a southward tilt of a geometric angle varying between the first and second sector (between 0° and 60° to the South) remains the best option for the orientation of the pales as 32% of the winds blow in this direction. This figure also supports the thesis of KODJO et al. that winds tend to generally have one or two dominant directions for which most of the energy is produced [31].
Conclusion

Prior knowledge of the wind characteristics of a site allows a better appreciation of its wind potential. In the Kara region, 20 years of data at an altitude of 10 m from the meteorological database of the website 'www.soda-pro.com/web-service/meteo-data/merra' were used. The wind speed data obey the Weibull distribution law with a scale parameter $A = 3.16$ m/s and a form factor $k = 2.18$. The study shows that the mean wind speed varies from 2.79 m/s at 10 m to 6.3 m/s at 100 m. The average energy content of these speeds is higher at an altitude of 100 m ($294.92$ Wh/m$^2$). The wind rose indicates that more than 30% of the winds come from the southwest. In order to develop a much broader expertise, it would be interesting to make measurements in each prefecture of the Kara region. In this way, an atlas of the region could be established. In addition, other sites in Togo could also be studied in order to get an overview of the wind potential of the whole country. The choice of turbines should therefore be based on the characteristics of the site to better convert a large amount of the kinetic energy of the wind into electrical energy.
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Development and Manufacturing of a controlled 3D printed bionic hand
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Abstract. During a current project, a fully functioning prototype of a 3D printed bionic hand was developed. This paper explains principles such as: bionic hand movement, working rules of sensors and actuators etc. Design of all parts are performed, including the wiring of control system. The project includes two types of sensor control systems for bionic hand. One is with stretch sensors that replicates movement of human hand onto the bionic model. Other type is using machine learning (AI) and a camera. The average amputee cost is $30,000,00 for a new custom-built arm/hand. With the advancement of technology through time, manufacturing processes became cheaper and more accessible. Technical innovation of this project was the fact, that a functional prosthetic hand prototype was built for price lower than $50,00. The prototype does not have all the functions and capabilities as the full priced custom prosthetic hand, but it can replicate altogether the movements as the real device. All the fingers are capable of moving individually, sideways and with the work on the new version, gripping function could be perfected. Further work on materials, could help find the adequate material to increase friction and thusly enhance the grasp strength. The new challenge would involve testing with different kinds of materials to improve the working stability. As it was already unfavorable, this project was mostly based onto the actuation part, or rather the hand itself. Second part of research would involve exploring of different sensor systems. Two control solutions were designed and tested. Next steps would involve neurotransmission sensors, where arm would be controlled using brainwaves as signals that are transformed in movement.

Keywords: bionic hand, AI, 3D printing, low-budget

Introduction

Main goal while building a prosthetic hand is to replicate all the movements as a human hand has. To achieve desired movement, all bones of a human hand must be replicated and designed. 3D printed prosthetic hands are well known in 21st century but unfortunately, they are not widely used because of durability of the 3D printed material. With further advancement of technology, improvements of composite materials are inevitable.

Mechanical parts

A human hand consists of three basic bone groups. Those are phalanges, metacarpals and carpals. To design a 3D model of a hand, same bone parts should be engineered. Those are distal phalanx, middle phalanx and proximal phalanx. The main function of hand can be recreated and engineered using only phalanges, so metacarpal and carpal bones will be merged into a one piece.
Fingers (Phalanges) - Distal phalanx is the tip of the finger. On a 3D model of this part, a pre designed holes can be found. These include holes for the shaft, and grooves for the strings. Going from up to down, next part is the middle phalanx which is placed into the distal phalanx and secured with said shaft. On the top and the bottom of middle phalanx there are enter and exit holes for the string. Proximal phalanx represents the lowest phalanx bone. This is the last moving part of the bionic hand. It is the largest phalanx bone with the maximum length of approximately 60mm. It is connected to the rest of the hand using a connector and two shafts. The upper shaft is the same as with the two earlier mentioned bones. Lower shaft connects it to the central part of the hand which represents the merged metacarpal and carpal bones. The difference between two shafts is the freedom of movement. Upper shaft allows the piece to move towards and away from the palm. Lower shaft allows the movement of whole finger in a sideways direction. Because phalanges are connected to each other, movement of proximal phalanx sideways results in the movement of whole finger. Unlike the other fingers thumb consists of only two parts but it has the ability to move into two different directions. Bottom part of the thumb is actually a holder for a servo motor that rotates the thumb around its nominal axis. As well as with other fingers, string is placed through the thumb thus achieving the regular movement towards the palm, or in other words, the „grip” itself.

Palm - As the movement of metacarpal and carpal bones is minimal, they will be replaced with a single piece that represents the palm of a bionic hand. Each finger has one string with two endpoints. Pulling one endpoint moves the finger towards the palm and other endpoint moves that guide the strings. It is crucial to design the blockers for each individual finger. These blockers are placed on the back side of the finger-palm connectors. When the finger goes from fully the finger back into the first position. To avoid confusion and mess, the palm has holes closed to fully open position, the proximal phalanx hits the blocker and stays in place.

Figure 1. Phalanges Assembly.

Figure 2. Palm Assembly.
**Arm and stand design** - While designing the arm the crucial thing to do is to provide slots for the servo motors. Arm model is compact and has slots for six servo motors. To avoid the collision between levers of servo motors, half of the servos are facing the front side and the other half are facing the back side. The stand is placed at the bottom of the hand. To lower the center of mass, and prevent falling of the hand due to movement inertia, a 0.5kg weight is added to the stand. The lower part of the arm fits snugly into the stand. Stand is the last part of the mechanical assembly. In order to test the prototype, a housing was designed, which fits all the electronical components.

**Strings** - For the movement of fingers or in other word the connection between phalanges and servo motor, a fishing nylon is used. The one used for prototype is 0.2mm thick and it has the load strength of 20[N] which is more than enough to support the force required to achieve movement of the hand. Each piece of nylon string is cut to the size of approximately 600mm. This string is pulled through all of the phalanges in a way that the two endpoints beneath the arm are equally long. The center of string is glued on top of the distal phalanx of each finger. Later on the string goes through the holes inside the palm and finally through the arm-palm connector and to the servo motors placed on the arm. The string is pulled through holes on servo levers and secured with adhesive. Before securing the string itself, a proper movement should be checked. If everything is moving according to the plan, the strings can be attached onto the lever. For entire assembly, less than 3m of nylon are needed. Nylon is very cheap so material cost does not affect overall price.

**Actuators**

Actuators are devices that provide movement for the assembly. Micro servomotors are chosen because of their compact design and easy control. A servomotor is a rotary or linear actuator that allows for precise control of angular or linear position, velocity and acceleration. They can easily be mounted onto the arm part. For the full movement of the hand, seven servomotors are required. Five motors enable the movement of five fingers where the sixth motor enables the rotational movement of the thumb. The seventh motor is used for sideways movement of fingers. Servomotors can rotate their shaft for 180 degrees. The servo lever should be around 35mm long. If the lever is shorter, the finger doesn’t reach the end positions. There are two positions of the motors that are used for the movement. The 180-degree position places the finger fully open and 0 degree moves the finger back into its
first point. Servomotors used for prototype have metal gears inside them which makes them more durable. Another benefit from these motors is their price. For achieving the basic movements, seven servo motors are needed which in the end, adds up to the price of 19,99 €.

**Production process**

Process of building a hand can be classified in five phases:

1. CAD/CAM Design
2. Manufacturing
3. Quality control
4. Assembly
5. Automation

**CAD/CAM Design**

Phase one includes scaling of the parts, so they can perfectly fit individual person. Each part needs to be scaled by certain percentage depending on the size of the hand. Scaling is done using a CAD software (SolidWorks, NX, etc.). After the scaling is done, an animation must be ran. Animation shows potential problems and irregularities without the necessity for a prototype. When animation shows solid work and movement of all the parts, each part needs to be converted into triangulated surface s commonly known as STL files. Converted files are then imported into a CAM software. Software used is called “Slic3r” and it is utilized for 3D printer CAM preparation. CAM software takes the STL files, and later on computes the coordinates used for the printer movement, based on selected parameters. Parameters include: print, printer and material specifications. Most important are the print specifications, whereas other two depend on the specific machines that are used. Parts need to be manipulated and positioned on the print bed in a way that conserves the space on the printing surface. After thorough calibration and testing, the ideal parameters can be chosen. The ones chosen for this particular print and printer are shown in table below.
Table 1. Printing parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layer height</td>
<td>0.16</td>
<td>mm</td>
</tr>
<tr>
<td>Fill density</td>
<td>50%</td>
<td></td>
</tr>
<tr>
<td>Fill pattern</td>
<td>Triangle</td>
<td></td>
</tr>
<tr>
<td>Outer perimeters</td>
<td>20</td>
<td>mm/s</td>
</tr>
<tr>
<td>Other perimeters</td>
<td>25</td>
<td>mm/s</td>
</tr>
<tr>
<td>30</td>
<td>mm/s</td>
<td></td>
</tr>
<tr>
<td>Skirt</td>
<td>1</td>
<td>loops</td>
</tr>
<tr>
<td>Brim</td>
<td>5</td>
<td>mm</td>
</tr>
<tr>
<td>Generate support material:</td>
<td>YES</td>
<td></td>
</tr>
<tr>
<td>Overhang threshold</td>
<td>65%</td>
<td></td>
</tr>
</tbody>
</table>

Manufacturing

When the parameters are all set, CAM software generates G-code used for the print. Parts are made out of ABS filament with 50% infill. Filament has 1.75mm diameter, so it is easy to calculate its mass. One spool of ABS material contains 290.7 meters of filament (1kg spool). Printers surface has printable area of 20x20cm. In regard to that, two separate G-Code files must be created to fit all the parts of a bionic hand. Printing process for entire hand uses 89.5m of ABS filament which weighs 308g. The main benefit behind this project is its “Low-cost factor”. ABS filament spool costs around 20,00€, so mechanical parts can be manufactured with this technology for only 4,52€. This means, that you can create all the mechanical moving parts of a bionic hand for under 5,00€ thanks to the advancement of manufacturing processes and technologies.

Table 2. Material expenses.

<table>
<thead>
<tr>
<th>Print No.</th>
<th>Pieces</th>
<th>Filament length [m]</th>
<th>Fillament mass [g]</th>
<th>Layer count</th>
<th>Print time</th>
<th>Cost [€]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Print 1</td>
<td>22</td>
<td>59,242</td>
<td>203.78</td>
<td>1107</td>
<td>22:24:33</td>
<td>2.99</td>
</tr>
<tr>
<td>Print 2</td>
<td>13</td>
<td>30,271</td>
<td>104.12</td>
<td>312</td>
<td>07:59:01</td>
<td>1.53</td>
</tr>
<tr>
<td>Altogether</td>
<td>35</td>
<td>89,513</td>
<td>307.91</td>
<td>1419</td>
<td>30:23:34</td>
<td>4.52</td>
</tr>
</tbody>
</table>

According to the table above and earlier mentioned price of servomotors, overall assembly worth does not exceed 25,00€. In abstract there was a 50,00€ price mentioned for the assembly. This price consists of labor (staff), disposable material, screws etc.

Quality control

After the manufacturing process, which takes a little more than 30 hours, it is time to clean the parts and check dimensions. Support material must be removed from surfaces, and surfaces should be grinded. In order to achieve perfect clearance in between parts, all the dimensions must be checked and compared to the dimensions in CAD drawing. If some of the dimensions are unequal to the ones in the drawing, they must be corrected. Perfect gap between two parts can be tested after adding a shaft between them. If the parts move one around another smoothly and without any problems collide with their limit stops (blockers), then the clearance is fine and shaft can be fixed in place. If the movement seems too rough, then contact surfaces need to be grinded 0,2 ~ 0,4mm. This process is repeated for each connecting part until the clearance is satisfactory.
Assembly

Assembly phase starts after acquisition of all parts and components. Micro servomotors are placed into slots on the arm and secured in place with M3 screws. To extend servo levers, new longer levers were made and placed onto the existing ones. When all the mechanical parts are printed and dimensions are checked, all the parts should be lined up one next to another. Next phase is pushing the string through predesigned grooves on the phalanx’s parts. This process requires a lot of patience.

The grooves are very narrow and due to the imperfections of printing material, it is common for the strings to stick. After all the strings have been pulled through phalanges and palm, the shafts are mounted. At this point, string ends are equal length and they are secured at the top of distal phalanx with glue. Pulling the two endpoints will result in opening or closing fingers. If the movement is as desired, endpoints must be linked with servo levers. Before firmly securing string to servo levers, movement is checked by carefully rotating the axis of servomotor. Zero-degree position results in fully open finger whereas 180-degree position results in fully closed finger. When all the movements are examined and approved, strings are secured to servo levers with adhesive and leftover can be cut off.

Automation

With fully assembled hand, the means of control must be constructed. Control system requires a microcontroller that moves servomotors. Microcontroller used in this project is an Arduino Nano microcontroller. Arduino nano has 13 digital I/O pins. For control of the actuators, each servo requires one PWM output pin. That means that seven output pins are used for the servo movement. Generally Arduino can supply voltage to actuate these servos, but because there are seven servos attached to this assembly, Arduino voltage output cannot provide enough current to move all of them simultaneously. Additional power source is added to raise the current in servos. For this project a 20W power source is used. This provides servos with 5V of voltage and 4 Ampers of current. To connect all the servos to Arduino, a custom PCB bord was designed. On one end of the board there is a standard
voltage connector. The plus pin of voltage connector is soldered to the VIN pin of Arduino. This provides the power that Arduino needs to operate without additional power source (USB). The same pin is connected to all of the middle pins of servo connector. Other pin is soldered to the Arduino GND pin. With this, all the devices including servos and Arduino are powered with the same power source. The USB connector on the Arduino is only used to transfer the code from the computer to the microcontroller.

**Conclusion**

During the work on this project, a final prototype was built. The average amputee pays tenths of thousands of Euros for a new custom-built arm/hand. With the advancement of technology through time, manufacturing processes became cheaper and more reachable. Technical innovation of this project was the fact, that a functional prosthetic hand prototype was built for under 30,00€. This prototype does not have all the functions and proficiency as the full priced prosthetic hand, but it can replicate all the movements as the real device. All the fingers are capable of moving individually, sideways and with the work on the new version, gripping function could be perfected. Further work on materials, could help find the adequate material to increase friction and thusly enhance the grasp strength. Further work on this project would involve experimentation with different kinds of materials to improve the operational stability. As it was already said, this project was mostly based onto the actuation part, or rather the hand itself. Second part of research would involve exploring of different sensor systems. Interesting potential was noticed in works with neurotransmission sensors. Next phase could involve synthesis of a low budget 3D printed bionic hand with said sensors.

**References**


Concept towards Segmenting Arm Areas for Robot-Based Dermatological In Vivo Measurements

Mateusz Szymanski¹[https://orcid.org/0000-0002-5991-9906], Ron van de Sand¹[https://orcid.org/0000-0002-8975-4030], Esther Tauscher¹, Olaf Rieckmann², and Alexander Stolpmann¹[https://orcid.org/0000-0002-3021-2456]

¹Technical University of Applied Sciences Wildau, Germany
²Beiersdorf AG, Germany

Abstract. Dermatological in vivo measurements are used for various purposes, e.g. health care, development and testing of skin care products or claim support in marketing. Especially for the last two purposes, in vivo measurements are extensive due to the quantity and repeatability of the measurement series. Furthermore, they are performed manually and therefore represent a nonnegligible time and cost factor. A solution to this is the implementation of collaborative robotics for the measurement execution. Due to various body shapes and surface conditions, common static control procedures are not applicable. To solve this problem, spatial information obtained from a stereoscopic camera can be integrated into the robot control process. However, the designated measurement area has to be detected and the spatial information processed. Therefore the authors propose a concept towards segmenting arm areas through a CNN-based object detector and their further processing to perform robot-based in vivo measurements. The paper gives an overview of the utilization of RGB-D images in 2D object detectors and describes the selection of a suitable model for the application. Furthermore the creation, annotation and augmentation of a custom dataset is presented.
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Introduction

Efficacy and safety studies play a key-role for the development of skin care products. Their core concept is based on performing dermatological laboratory tests on predefined skin areas that are reclusively conducted by specifically trained lab personal. However, the quantity and repeatability of these series of measurements constitutes a major challenge, as they are mostly carried out manually and therefore represent a nonnegligible cost and time factor. A solution to this is the implementation of collaborative robotics for the measurement execution. It goes without saying that common control procedures based on statically programmed software modules cannot be used, since robot-controlled skin measurements must contain additional information on the various body shapes and surface conditions. Furthermore, the position and orientation of the measurement area must be taken into account, which have to be dynamically updated during the measurement process. To solve this problem, information obtained from an image processing system can be integrated into the robot control process. In our previous work, the application of collaborative robotics for the execution of in vivo measurements was proposed [1] by identifying the measurement areas through markers (as
shown in Figure 1). Furthermore, by using a stereoscopic camera spatial coordinates could be determined by performing multiple linear regression. With the information provided, the target coordinates for the robot movement path could be computed as waypoints. However, this approach requires the manual marking of the measurement areas, which seems infeasible in practice. Therefore, the automatic definition of measurement areas can be of high value, as it reduces time and associated costs and may contribute to a higher repeatability. One solution is to use deep learning object detection for image processing with the aim of detecting certain body parts within the image such as upper arm, forearm or hands. More specifically image segmentation methods to retrieve body shapes and contours from the image, which can be further used to identify the respective measurement area. For this, stereoscopic camera depth information being obtained next to RGB (red-green-blue colour image) for each pixel can be used to extract useful features for the subsequent object detection tasks. Zhou et al. [2] and Xing et al. [3] have already shown that the use of RGB-D images (RGB with depth information) can outperform the RGB baseline models. With two types of state-of-the-art object detectors namely, two-/multi-stage or single-stage detector, there is a trade-off between the faster single-stage and the more accurate multi-stage detector [4]. For the online application in a robot control sequence, both speed and accuracy are critical. More recent developments show that this compromise is no longer valid. For example, Wang et al. [5] presented a single-stage focal loss based RetinaNet detector that outperformed the multi-stage detectors in accuracy. Li et al. [6] presented a multi-stage light-head Region-based Convolutional Neural Network, which outperformed the single-stage detectors You Only Look Once (YOLO) and Single Shot Multibox Detector (SSD) in speed and accuracy. Although many researchers dedicated their work to the field of image object detection and many approaches exists throughout the literature [7–11], the combination with robot based in vivo measurements is rarely considered in the past and remains a challenge to date. Therefore, this paper proposes a concept for segmenting arm areas into upper arm, forearm and hand, with the focus on in vivo dermatological measurements performed on the forearm. After this introduction, related works is followed by a concept. Furthermore, this work delivers an overview of state-of-the-art models in terms of applicability to the given application. After selecting a suitable model, it is presented in more detail and the creation of a dataset is described and discussed. Finally, a conclusion is given.

Related Works

Object recognition is one of the most important application fields of image processing [12] and can be used for different objects and tasks, e.g. faces [13], cars [14] or cats and dogs [15]. Histograms of oriented Gradients (HOG) [16], Scale Invariant Feature Transform (SIFT) [17] or Haar-like cascade filters [18] are used for feature extraction and Support Vector Machines (SVM) [19] or Deformable Part-based Models (DPM) [20] are used for classifying based on recognized features. For the detection of more than one object in an image or even objects of different classes it is necessary not only to classify but also to localize the object, this process is called object detection [21]. Most modern object detectors are based on convolutional neural networks (CNN), and although CNNs were proposed by LeCun as early as the 1980s [22] and used for character recognition [23], development stagnated in the early 2000s [21]. With the advancements in GPU computing [24, 25], larger annotated datasets [21] and deeper networks [26], CNNs, like other neural networks, become more advanced and receive more attention in recent years [21].

As mentioned in the previous section, the image identification and segmentation of arm areas is of significant interest to extract the shape and surface of the forearm. A similar problem was coped with in [27] or [28] where body parts for pose estimation where detected. Another model has been proposed in [29] for hand gesture recognition. Other application additionally considered the use of RGB-D data and showed that it can improve the model performance
Chandra et al. [32] use RGB-D data to segment the limbs, torso and head of a person through a fully convolutional network for the use of a mobility assistance robot. Other works addressed the use of RGB-D images to train CNNs, for example in [33] proposed an R-CNN based model in this context. The depth information was primarily utilized for extracting significant features from the provided image. Another approach is proposed in [34] who implemented a YOLO based approach for detecting objects by using RGB-D images. The authors extended the structure of YOLOv3 by adding another channel in the input layer for the depth information. In addition to the 2D object detection approach, there are 3D object detectors [35, 36] for three-dimensional bounding box estimation. These utilize point clouds and are applied for pose estimation and scene understanding.

Concept

As mentioned in the introduction, the authors presented in their previous work an image processing system for performing robot-assisted dermatological in vivo measurements. As shown in Figure 1, measurement areas were defined using markings on a forearm, which were then used to transform the relevant depth information with the intrinsic and extrinsic parameters into the coordinate system of the camera. With this spatial information and the pixel coordinates of the target positions from the RGB image, target coordinates were computed and passed to the robot control system as waypoints.

However, placing new markers on the forearm for each measurement seems to be impractical and may not be user-friendly. Therefore, in this work, a concept is presented to replace the markers with an CNN object detector for recognition and localization of the forearm. As input, the object detector receives the depth information in addition to the RGB values for each pixel. The output is expected to be the localization as well as the correct classification of the object contained in the respective picture. For this purpose a bounding box is output for each object, consisting of an anchor point in pixel coordinates and the height and width of the box. Although the authors focus on measurements on the forearm, the neighbouring body parts, hand and upper arm, are detected as well in order to identify the measurement area enclosed by. Due to the functionality of the bounding box determination via the parameters of the Intersection over Union (IoU) [37], the authors expect a higher robustness and better accuracy of the assignment, in particular of the transition areas between hand and forearm as well as forearm and upper arm. Subsequently, the bounding box of the forearm is used as Region of Interest (ROI) to perform an instance segmentation. This is described as determination of the affiliation of pixels to a certain object. For this purpose, the depth information is used to perform a background subtraction as described for different methods in [38] or [39]. Due to the setup and positioning of the camera, the authors are confident that the background is well described in both, the RGB image and especially in the depth information and that the subtraction can be performed reliably. The concept is shown in Figure 2 and the area relevant for this work is highlighted. To give further context on how the segmented information is used in the system, the next steps are also shown.
The pixels segmented to the forearm are used as ROI to transform them into camera coordinates. Unlike the marker based approach, the spatial information of the whole forearm is extracted by a multiple linear regression. With this information and a determined pose, measurement area(s) of a fixed size are fitted on the forearm. From here, the target coordinates are computed and passed to the robot as already shown in Figure 1.

![Figure 2. Proposed concept for segmenting arm areas and its further context in the image processing system.](image)

**Model Comparison and Selection**

For the CNN object detector in the proposed concept, a suitable model must be selected. For this purpose, first an overview of the underlying models and their further developments for the utilization of depth information is given. Afterwards the models are compared and one is selected, which is then described in more detail.

**A Brief Overview of Object Detection**

In this section, pre-selected object detectors are described and the deployment of depth information based on the RGB models is presented. Selected are Region-based CNN, Fast Region-based CNN, Faster Region-based CNN, You Only Look Once and Single Shot MultiBox Detector.

**Region-Based Convolutional Neural Network**

Girshick et al. [7] propose a region-based CNN (R-CNN) for object detection. The localization problem is solved by proposing regions for an input image. At test time, about 2000 regions are proposed and each of them is scaled to a defined size. For the region proposal the selective search algorithm [40] is used. The size of the warped region represents the size of the input layer of the CNN. For each region, a feature vector is extracted and classified by a class-specific linear SVM. Gupta et al. [33] use depth images to encode geometric features, namely, horizontal disparity, height above ground and angle (HHA), and generate colour images from them. The authors used two CNNs to extract the features from the RGB images and the HHA features.

**Fast Region-Based Convolutional Neural Network**

Girshick et al. [8] propose a further development of R-CNN, the Fast R-CNN. The authors address the long training and test time and achieve a higher accuracy compared to R-CNN. First, a feature map is created for a whole image by several convolutional and pooling layers. Then, a ROI is generated for each proposed object and a feature vector is extracted through a
pooling and two fully-connected layers. Via further fully-connected layer the architecture ends in two different output layers. On the one hand a softmax layer for classification of the object and on the other hand an output layer for the bounding box regression. Yuanzhouhan et al. [41] propose RGB-D Fast R-CNN, the network inputs the entire RGB and depth image in two parallel Fast R-CNNs. Two convolutional feature maps are output, which are then concatenated for classification and bounding box regression.

Faster Region-Based Convolutional Neural Network

With the improvements of Fast R-CNN or SPP-net [42], the limitations of modern object detectors are in the region proposal methods. Ren et al. [9] propose Faster R-CNN with a Region Proposal Network (RPN) to address this problem. RPNs basically consist of multiple convolutional layers. Regions are proposed from the convolutional feature maps while simultaneously determining the region boundaries of the object. In principle, Faster R-CNN consists of an RPN for region proposal and Fast R-CNN for object detection. By proposing to share the convolutional features between the RPN and the object detection network, the computational cost is compensated. Ren et al. [43] propose Parallel RCNN for human detection. Parallel RCNN enhances the performance of simultaneously extracting features in RGB and depth images from two CNNs. Further the authors are experimenting with different methods of encoding depth images, e.g. HHA [33].

You Only Look Once

Redmon et al. [10] propose You Only Look Once (YOLO), a new method for object detection. Unlike other object detectors, YOLO views detection not as a region proposal problem but instead as a single regression problem. It processes entire images as input, dividing them into grid cells for this purpose. Each of these cells or cell combinations predicts a certain number of bounding boxes with confidence score. This score indicates how securely an object is located in the box and how well this box fits the contained object. Furthermore, for each box a probability of association with a specific class is predicted. These two are then combined to a final detection. Takahashi et al. [34] propose Expandable YOLO (E-YOLO), in which another channel is added in the input layer for depth information. Further, the authors introduce the 3D IoU with Volume of Overlap and Volume of Union for a better 3D bounding box proposal. Ophoff et al. [44] propose a different approach. They use a separate network stream for the RGB and depth information each and fuse them by a concatenation layer. For the fusion, the authors experiment with different positions of the fusion layer in the network. The authors refer to the proposed model as RGB-D Fusion YOLO.

Single Shot MultiBox Detector

Liu et al. [11] propose with Single Shot MultiBox Detector (SSD) a similar single-stage approach to [10]. SSD takes a whole image as input with ground truth boxes for training. With an input size of 300 x 300 pixel, SSD is faster and more accurate than YOLO with 448 x 448 pixel. The authors use VGG-16 as the base network and then add multiple feature layers. By using multi-scale convolutional bounding boxes that are output to these added feature layers, the bounding box regression problem is solved more efficiently. Further, the authors experiment with different datasets and larger input sizes of images. Sharma and Valles [45] present a base network for processing RGB-D images with SSD. The authors use two parallel streams with convolutional layers for the RGB and depth image. These are then fused using fully connected layers and additional feature layers are added for the detection. This is referred to as RGB-D Fusion SSD.

Model selection

In this work, the model selection is divided in two consecutive steps. First, the RGB baseline is compared in its performance and then the RGB-D models are compared in relation to the baseline, while at the same time evaluating whether the model is suitable for the application.
presented. Some researchers may argue that the ranking assignment is not of high scientific value, which is indeed the case, but the wide variety of hardware and architectures and datasets makes it difficult to compare objectively. This applies in particular to the assessment of suitability, which is why it has to be regarded as subjective and will subsequently be addressed in the conclusion.

For the comparison of baseline performance, the metrics of mean Average Precision (mAP) and test time are used. In addition, the used architecture and dataset is given. The mAP gives the average over the precision over all classes of a dataset. The test time indicates how long the model needs to process one image during runtime. The comparison is given in Table 1.

<table>
<thead>
<tr>
<th>Model</th>
<th>Architecture</th>
<th>Dataset</th>
<th>mAP</th>
<th>Test time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-CNN [7]</td>
<td>AlexNet</td>
<td>VOC07</td>
<td>58.5</td>
<td>9.8</td>
</tr>
<tr>
<td>Fast R-CNN [8]</td>
<td>VGG16</td>
<td>VOC07</td>
<td>66.9</td>
<td>0.32</td>
</tr>
<tr>
<td>Faster R-CNN [9]</td>
<td>VGG16</td>
<td>VOC07+12</td>
<td>73.2</td>
<td>0.2</td>
</tr>
<tr>
<td>YOLO [10]</td>
<td>VGG16</td>
<td>VOV07+12</td>
<td>66.4</td>
<td>0.048</td>
</tr>
<tr>
<td>SSD [11]</td>
<td>VGG16</td>
<td>VOC07</td>
<td>74.3</td>
<td>0.017</td>
</tr>
</tbody>
</table>

Table 1 shows that single-stage detectors such as YOLO or SSD can achieve the accuracy of Faster RCNN and are thereby significantly faster in test time. The next step is to compare the RGB-D models from the previous section. The models are benchmarked against their own, if known, RGB baseline to show the effect of using additional depth information. Since test time is often not specified, the effect on it is further estimated with ∆ for better, ◦ for neutral and ∇ for worse compared to the baseline. The same metric is finally used to assess whether the model could be used for use case presented in this paper. The results are shown in Table 2.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dataset</th>
<th>mAP</th>
<th>Test time [s]</th>
<th>Suitable?</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-CNN</td>
<td>NYUD2</td>
<td>19.7</td>
<td>-*</td>
<td>∇</td>
</tr>
<tr>
<td>R-CNN + HHA [33]</td>
<td>NYUD2</td>
<td>32.5</td>
<td>-* ∇</td>
<td></td>
</tr>
<tr>
<td>Fast R-CNN</td>
<td>B3DO</td>
<td>39.9</td>
<td>-*</td>
<td>∇</td>
</tr>
<tr>
<td>RGB-D Fast R-CNN [41]</td>
<td>B3DO</td>
<td>41.9</td>
<td>-* ∇</td>
<td></td>
</tr>
<tr>
<td>Faster R-CNN</td>
<td>custom</td>
<td>90.0</td>
<td>-*</td>
<td></td>
</tr>
<tr>
<td>Parallel R-CNN [43]</td>
<td>custom</td>
<td>91.5</td>
<td>-* ∇</td>
<td>◦</td>
</tr>
<tr>
<td>E-YOLO [34]</td>
<td>custom</td>
<td>-*</td>
<td>0.023</td>
<td>∆</td>
</tr>
<tr>
<td>YOLOv2</td>
<td>KITTI</td>
<td>39.87</td>
<td>-*</td>
<td></td>
</tr>
<tr>
<td>RGB-D Fusion YOLOv2 [44]</td>
<td>KITTI</td>
<td>48.16</td>
<td>-* ∇</td>
<td>◻</td>
</tr>
</tbody>
</table>

* not available

The additional processing of depth information can basically be divided into three methods. First method, the encoding of the depth information into a three-channel colour image and processing in a parallel CNN. Similarly, in the second method the depth information is processed in a parallel CNN stream as a single channel input and then fused, with different approaches to when the fusion takes place in the network. And finally for the third method adding another input channel for the depth information. In general, the processing of additional depth information is considered to have a negative impact on the test time, since it requires
additional computations. The authors consider a test time of about 0.033 to 0.05 seconds per image, which corresponds to 20 to 30 frames per second, to be suitable. Therefore, the models based on the R-CNN family must be classified as not suitable for our application. Choosing between E-YOLO, RGB-D Fusion on YOLO or SSD, the authors opt for the latter. The decision is based on four considerations:

- First, SSD performs better in terms of accuracy and test time on the baseline (as shown in Table 1).
- Second, starting from the baseline, there are opportunities to sacrifice speed for accuracy.
- Third, the method of using a separate CNN stream for depth information is well known, as shown by other methods compared here.
- And fourth, the application for which the model is proposed, the grasping of different objects with a mobile robot arm, has certain similarity to our intention.

**Model Description**

With the selection of the RGB-D Fusion SSD model, it is described in more detail. The RGB and depth image are scaled to 200 x 200 pixel images and processed in two parallel CNN streams for convolution and feature extraction. These consist of five convolutional layers with maxPooling after the second, fourth and fifth layer. In addition, batch normalization is performed in the depth CNN stream after each convolutional layer. After feature extraction, the two CNN streams are merged via a concatenation through three fully connected layers [45]. From here on, the original SSD architecture [11] is used with four additional convolutional layers ending in a softmax layer for classification followed by a non-maximum suppression layer for fitting the bounding box. The whole architecture is shown in Figure 3.

![Network Overview of SSD with RGB-D Architecture derived from [45]](image)

With the presentation of a concept and selection of a model, the following section deals with the creation of a dataset.

**Dataset**

For the very specific use case of detecting forearms, a custom dataset is created. The creation consists of three steps, data acquisition, annotation, and augmentation of the data.
For the data acquisition, the setup from previous work is used, consisting of the collaborative robot UR3e from Universal Robots and an Intel RealSense D435i stereoscopic camera, which is attached on top of the robot’s arm. The robot moves to five different positions in one pass. Each of these positions is randomized, within certain limits, to allow variation in depth and viewing angle. At each position, an RGB and depth image is captured. For each forearm, 2 to 3 passes are made in different poses. A total of 750 images are taken from 35 people. Further on, the images have to be labelled manually with the areas corresponding to the forearm, hand and upper arm. Each of them represents an individual label which consists of selected pixel coordinates. Due to the setup described above, there are three different possible combinations. Figure 4 shows an example of the annotation process for three images, with forearm and upper arm in row (a), forearm and hand in row (b) and all three labels in row (c).

![Figure 4. Annotation process for (a) forearm and hand, (b) forearm and upper arm and (c) all three labels.](image)

In the final step, the raw images are augmented to a larger database. In order to achieve a certain robustness against changes in brightness and illumination, the image is converted to the HSV colour space and augmented in the H-S, H-V, S-V and HSV channels. The change in the corresponding channels is randomized within certain limits. Afterwards it is transferred back to the RGB colour space. To provide greater variation, rotations of 90°, 180° or 270° are applied. This results in seven different modes of augmentation. Attention must be given during rotation in regard to the annotated coordinates; they must also be rotated accordingly. Figure 5 shows an example of the augmentation for three images. In total the dataset consists of 6000 annotated images.

**Discussion**

It should be noted that model selection is not a trivial task and developers may draw different conclusions, as quantitative comparison of all models is only possible to a limited extend. Therefore, future work will address this issue in more detail by comparison multiple architectures in terms of accuracy and computational resources. Further, other methods to use depth information in 2D object detectors will be considered. Especially E-YOLO is interesting because of its simplicity and lightweight implementation. Moreover, the single channel input of the depth stream can be replaced by a three channel one, which allows the use of encoded depth images. Another field of research intersecting with this application are 3D object detectors. As aforementioned, in this work, the transformation of the camera depth
data into the 3D space is conducted after detecting the object of interest. Thus, only the area of interest is transformed while comparatively few computational resources are occupied. Despite that, the application of 3D object detectors could also be favourable. However, this may include the transformation of all depth points instead of a designated area only, which can be computationally expensive. Finally, further research projects will also focus on the generalisation ability of the model to generalise well by enhancing the dataset with, for example, different genders and skin colours.

Conclusion

In this paper, a concept for the detection and segmentation of arm areas using CNN-based object detectors with the context of automated execution of robot-based dermatological in vivo measurements is presented. The concept is based on previous work and gives further details on the use of the segmented arm areas in the image processing system. By deploying a stereoscopic camera both RGB images as well as associated depth information becomes available, which is considered in the derived concept. Furthermore, this paper gives an overview about methodologies to apply depth information in 2D object detectors and points out challenges within the described application framework. Besides, the creation, annotation and augmentation of a custom dataset is presented.
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Abstract. During the last decade production innovation was mainly focused on connectivity aspects. The vision of smart factories running on software, that uses collected machine data, has become true but foremost for leading industrial companies in highly developed countries. Apart from these, production can also be found in non-industrialized craft professions as well as in less developed countries. As digitalization does not necessarily require an industrial or developed setting the latter could possibly benefit from it as well. Socio-cyber-physical production systems have been used to describe the interdependencies of linked production systems but usually focus on highly developed regions as well as for industrial applications. This paper lines out similarities and differences for each case, introduces the concept of cyber-physical production systems (CPPS) and its extension to socio-CPPS (SCPPS), which emphasizes the role of human workers in the production environment. The relation between industrial, non-industrial production and innovations is examined. Furthermore, the widening of SCCPS concepts for non-industrial production is discussed.
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Introduction of Terms and Concepts

The collective state of the art in production technology defines the market price for each good. The respective technology used by the individual company defines their costs, thus it directly affects their profits: This is why innovation itself is regarded as competitive advantage. Thus, producing companies are constantly on the lookout for innovations that can be used beneficial in a manufacturing context. Cyber-physical production systems (CPPS) are the application of cyber-physical systems (CPS) in production context. That is why the advancements of the last decade regarding information and communication technology (ICT) may revolutionize value creation. Especially availability of sensory equipment and smart software, made it possible to process large quantity of data and support or even make decisions and affect the physical world through actuators [1]. Production processes usually take place in a production system consisting of various machines that can carry out process steps. The digitalization of single machines is wide spread. Whaseover, relevant benefits can usually only be unlocked, when regarding at least the complete production system or even the whole value creation process [2], [3]. These considerations have led to the concept of CPPS, which this work reviews from a non-industrial perspective.

CPPS have been widely discussed in literature. But even though it is often used as a homogenous concept a unique definition does not exist. Exemplarily the following citations show why the authors found it helpful to formulate a working definition of (Socio-)CPPS while taking existing ones into account but showing deviations explicitly.
Monostorie [4] (depicted in Figure 1 as a)) formulates CPPS as the combination of manufacturing science and ICT, and therefore as “systems of collaborating computational entities which are in intensive connection with the surrounding physical world and its ongoing processes, providing and using, at the same time, data accessing and data-processing services available on the internet.” Meanwhile, Niggemann and Lohweg [5] (b)) state: “A CPPS is a holistic conception of modern, often distributed, production systems: It treats mechanical, computational and external aspects [, that] can only be handled if [it] comes with a set of intrinsic cognitive capabilities such as self-diagnoses, self-configuration, self-optimization and intelligent user interaction.” Thiede et al. [6] (c)) emphasize the valid aspect, that CPPS “consisting of a physical component, as well as a virtual component, […] are connected to the employee. A technology containing computational and physical capabilities combined with the possibility of human machine interaction.” Similarly, Rudtsch et al. [7] included prediction and almost real-time aspects (e)).

The working definition can be observed in the box f), and can be formulated as follows:

A CPPS is characterized by a virtual representation of the physical production means, which replicates the distributed entities and is enriched by surrounding information in order to unlock manifold application potential (e.g., self-configuration, self-diagnosis, self-optimization). Those systems are usually dynamic and therefore complex, the system itself needs to provide cognitive capabilities to achieve the goal of collaborating, autonomous entities. When several of those entities are human workers served by the technology, who then can rather be described as the user, one can speak of a socio-cyber-physical production system (SCPPS).

Thus, each SCPPS is a CPPS but not vice versa.

Motivation

The history of modern society has been closely linked to successful usage of innovations in production. Every time technology had advanced production potency, it was accompanied with major cultural changes, that in retrospective formed industrial revolutions, as they are depicted in Figure 2. Initiated by steam engines, heavy tasks could be performed by mechanical equipment, enabling the mechanical loom and thus the blossom of textile industries in Europe, making railway commuting necessary as well as available and also laying the foundations of the suburban housing system, e.g., in London. Soon steam engines were replaced by electric motors, that eased the constriction of central drives and allowing
the first value stream-oriented production lines, like the Ford Model T production. Dominating conveyor belts thus paved the way for the automotive society we take for granted nowadays. Automation then took over more complex motion sequences, enabling mass production for more and more product types, announcing the era of consumption (e.g., household appliances penetration rising esp. from the 1970s on [8]). These developments finally lead to the current informational interlinking of production means, for smoother transfer and creation of required data, information or even knowledge. Each of the industrial revolutions of the past had brought social change by the newly required work, qualifications and education but also by serving unmet demands [9].

Digitalization and Industrial Internet of Things are trending terms within the scientific but also practical production research community. Even first applications of artificial intelligence have proven to work beneficial. A more recent spin of this research area has proclaimed the human centered production system and thereby forecasting the upcoming change of paradigm [10], [11]. The change of mass production can be observed: Individualization, human-robot collaboration, sustainability, robotics and bionics are already found in some factories. SCPPS can be used to conceptually merge the paradigm shift with these nowadays linked production facilities [12].

As the digitalization of production means can be viewed as ongoing, its foreseeable implications as well as the blind spots regarding non-industrialized production shall be addressed by examining the research question, presented in the following section. The investigation will be structured by sections, each addressing one of those research questions. Hereafter, the findings are illustrated exemplarily for three scenarios. The paper concludes with a summary and outlook on further research.

Research Questions

The observed mega trend of individualization and flexibility in production has brought up the idea of an ideal industrial process with a batch size of one. CPPS are often seen as the technological base to achieve these goals. Batch sizes of one whatsoever have been a characteristic of non-industrial production. The first research question of this paper is therefore:

A) What are the implications of industrial and non-industrial production, both converging to a batch size of one?

CPPS have usually been viewed as a concept applying for industrial production, while focusing on developed (usually also industrialized) countries. The concepts implications shall be examined for non-industrial branches or regions by investigating the second research question:

B) Is the implicit focus of CPPS on industrial production justified?

Addressing Batch Size Convergence

When considering differences, similarities and convergences between producing structures in industrial and non-industrial context their origins as well the context of the corresponding demands needs to be reviewed.
Bulk production had been made feasible by industrialization from the 18th century on. Nonetheless, the population’s demand for consumption consists of both, products well suited for mass production and those that are less suitable. Therefore, non-industrial production remained predominant kind of manufacturing for certain produce, that proved not suitable for mass production for the respective state of the art. Whatsoever, innovations have widened the capabilities of mass production (as illustrated in Figure 3), but also enabled extended overall consumption. Therefore, a distinctiveness of production volume – both per capita as well as generally - between mass production and non-industrial production can be assumed.

![Figure 3. Relation between Mass Production, Innovation and Non-Industrial Work.](image)

**Craft Production**

Generally, craft production is associated with craftspeople producing:

- artisan unicums (e.g. goldsmiths making jewelry),
- individualized utility produce (tailors, cabinet makers)
- construction site dependent / shifting serial work (tilers, carpenters)
- on-site/ off-site services (car / service mechanics)
- etc.

A similarity of these examples can be seen in the usually high degree of individual requirements that need to be met: Whether it’s the fitted measurements of a cabinet, the specific state of a building site or the error search at a particular car. Also, the ambivalence of assigning such jobs either to the manufacturing or the service sector becomes apparent. According to Hipp, unambiguous definitions seem hard to formulate [13]. Nonetheless, for the sake of this paper all produce generating activities shall be included when speaking of production.

In certain craft branches, especially in metal fabrication, shop floor layouts resemble those found in factories. The same holds true for the division of work. Therefore, such crafts, e.g., metal workers or welders, shall be excluded from the crafts definition for this paper, even though these professions are listed by the German chamber of crafts.

**Industrial Production**

Formed by the mentioned four industrial revolutions (Figure 2), industrial production came a long way from mass production, coping with serial production and is currently advancing towards individualization.

Traditionally, car manufacturers are leading innovators in Germany. Cars are usually produced in series, but different configurations that the customer can choose from can easily build up to more than 1000 variants for each manufacturer. Many of those individual configurations whatsoever only differ in non-essential qualities such as color mix or rim style, while major differences are grouped by modular platform strategies. Apart from these few different models, the observed individualization can be grouped as pseudo-individualization. More recently soft-individualization has been emerged, which describes that the functionality is built in every product but only activated when the customer choses so by buying it. Another example can be found with sneakers that can be configured by the customer regarding their color mix and stitching [14]. These mass customization branded approaches have in common, that individualized products shall be offered at costs, usually related with mass production [15].
Business Model, Needs and Demand

Figure 4 depicts the relation between the capability in industrial production to allow individualized production and the corresponding complexity. Vice Versa craft branches need to be capitalized, following industrial examples, if they were to target series or mass product markets. Inherently differences can be – generally speaking – observed for business models: While individualized products are self-evidently only manufactured for the respective order, mass products are usually constantly produced, without being directly linked to particular orders. Fluent transitions can be observed, for example when certain semi-finished products are pre-fabricated and stored until they are assembled according to a certain order.

Production should target demands. Demands are market manifested needs that can be structured accordingly to what is known as Maslow’s pyramid of needs scheme [16], [17]. This pyramid scheme by its form and arrangement displays, that the needs on top build up on those below. Those lower needs are also wider and translate more directly into materialistic wants. Therefore, industrial production, with its high output rates seems a reasonable production structure to meet these, so called deficiency needs. Higher needs like esteem or self-actualization are usually seen to be incompatible with the value adding work in the industrial sector [18]. This might be untrue for some industrial jobs and employed individuals, partially due to union backed attempts of purpose loading, but holds true in general [19].

The purchase of individualized goods cannot sustainably compensate for an alienated work environment. SCPPS therefore could approach this by empowering people within the industrial sector to find meaning and purpose in their work. This could be reached by supporting technology that takes over repetitive tasks and supplies information needed to understand the necessity of tasks to allow the worker to mentally participate in the value creation process. The approach of considering the human as a social entity with respective needs may be the next challenge for production technology. On the contrary, technology had been used to some extend to restrict workers alternatives of actions in order to enforce industrial motives and coordination [20]. Furthermore, the implementation of such SCPPS will be confronted with the common obstacles of reorganizations, as it affects not only production but potentially complete business models [20], [3].

Craft professions offer better possibilities of identification and self-actualization [21]. Unicums or small series as well as individualized produce had been their retreat, where cost cutting industrial production was not possible (not economically or technologically feasible).
Even though, complete redundancy of craft professions won’t be likely, a gradual shift, abstractly displayed in Figure 3, can already be experienced. Given the advantages of productive crafts for meeting higher needs for customers by individualized goods, as well as for workers by higher degrees of self-actualization and the social commitment to preserve such traditions [22], [23], it seems worth to look for fields of application for novel technologies such as SCPPS, also in craft professions.

Another perspective can be gained by putting these opposed advantages and disadvantages in the context of industrialized (what is usually meant by the term developed countries) and less developed regions, in that manner. On the one hand the population in industrialized societies can be assumed to have less urgent needs from the bottom categories of the needs pyramid, because most physiological needs and also those for materialistic safety have been met by industrial (over-) production. Populations of non-industrial countries on the other hand have not been confronted with extensive alienation from work, and therefore their self-actualization is not affected by these structures but more so by less than sufficiently met needs, from the need pyramids bottom [24].

Not without wit, this can be expressed in short by an African proverb, stating:

“You have the watches; but we have the time.”

Addressing SCPPS Focus on Industrial Production

This section will unfold, why CPPS have been focused on industrial application for the most part. Here after, the validity of the antithesis, that a non-industrial focus is I) possible, II) relevant, and III) reasonable, is shown.

Digitalization in production foremost has been regarded from the driving forces point of view: Mainly large companies, that can build up on most recent automation technologies and acquire implementation services from experts. Naturally, by the way it emerged, digitalization of production usually considers highly automated facilities combined with high labor costs.

I) Digitalization whatsoever does not necessarily need automation but brings the opportunity to skip, some of the steps usually mentioned as industrial revolution [25]. Thus, breaking with rules of the well acknowledged decomposition of the automation hierarchy – the automation pyramid [4].

II) Apart from industry, production also takes place in non-industrialized settings: On the one hand a non-neglectable part – 12% for Germany - of production is carried out by craftspeople [26]. On the other hand, developing countries are characterized by their mostly non-industrialized creation of value. Non-industrial hereby means either the absence of division of labor (as it can also be observed for craft professions) or less capitalization as might be commercially feasible. Nevertheless, for large parts of the population in developing countries the potential gain in standard of living from any production efficiency increase is much higher than a similar measure would allow for in an industrialized setting. Furthermore, crafts keeps artisan knowledge alive and is widely seen as a cultural heritage, worth to sustain [22].

Apart from the experienced neglection of both aspects in CPPS conceptions so far, further similarities can be observed between productive crafts and value creation in less-developed regions. While industrialization has unbound workplace and family ties in most developed countries by paid labor, family businesses are especially often found in craft branches. The same holds true for most developing countries, where knowledge of workmanship is passed on to the next generation. Especially when economic security during retirement relies on the succeeding descendants. For both parties a well-developed awareness for traditions can be observed.

Even though, machines are widely used by craftspeople in industrialized regions, their professions are usually still known as physically challenging. Meanwhile, a lack of production means in developing countries leads to higher shares of manual work.
Nevertheless, broadening recent SCPPS-modelling approaches for those alternative settings with limited infrastructure seems increasingly relevant. SCPPS can be used to conceptually consider the strong focus on human interactions, which herein occur in a much more characteristic manner than they do for an industrial setting.

III) In order to make these considerations about reasonable SCPPS integration more conceivable, value creation was modeled in Figure 4 for three scenarios: The left reflects the usually highly automated, high labor cost scenario of an industrialized country. Meanwhile the middle presents the craftspeoples approach of value creation for a functionally similar product. Concluded by right, representing a less developed region.

![Figure 5](image)

**Figure 5. (S)CPPS Usage scenarios.**

As mentioned, potential industrial use cases for CPPS or respective SCPPS are dominated by enabling individualization and product flexibility, as well as process flexibility. Such production is usually clocked by corresponding cycle times in order to synchronize parallel machining, allowing high throughputs, that are needed for the amortization of machinery. Productive crafts can easily be imagined to conclude individual contracts. The order is then produced usually with man power of the executing personal as bottle neck, while machinery is mostly not working full capacity but is frequently confronted with usage peaks and other organizations hazards [27]. SCPPS could help to schedule orders, so that synergies can be used and peaks of machine usage are avoided, while waiting times can be minimized. Production can follow the contract because of reliable infrastructure. Stock of raw material can easily be restored, a more or less steady flow of sales can be achieved through distance selling. Most important for a successful implementation is the ease of use. For less developed regions, in which infrastructure is insufficient, a make-to-stock model seems to be the pragmatic path, as individualization is not so advanced and it offers a steadier capacity usage. Furthermore, scarce capital will be rather be used for machinery than for floating assets, preventing large stocks and steady utilization of machinery. Bottle necks can mostly be traced back to the insufficient infrastructure affecting the supply chain. Once input factors are accumulated, machinery briefly becomes the bottleneck, as labor is usually flexible available at low cost. Energy is an input factor that is easily neglected in the western hemisphere. For regions heavily affected by shortages or low degrees of availability, this becomes another determinant for production. Autarkic systems as proposed by Reiff-Stephan et al. can level such effects out [28]. Whereas autarkic systems than need to be user friendly for usage as well as maintenance –a speaker, signaling when production is energetically feasible could benefit the mentioned system. Same holds true for low cost
automation (LCA), as a digital image can support intuitive reconfiguration, e.g., by a flow programming scheme, like the popular node-RED [29].

**Conclusion and Summary**

Competition between innovation driven extension of industrial production towards individualized produce and productive crafts may intensify. CPPS could be seen as a major driver of this development. Nevertheless, crafts offer a unique production structure that is unlikely to be made completely redundant and “producing” self-actualization for the people carrying out the profession, which industrial structures are less capable of. Both sectors could benefit from SCPPS in this regard. In a rather abstract manner starting points of SCPPS implementation have been shown for the discussed scenarios. Furthermore, it became clear that SCPPS are not solely a technical solution but during development and implementation sociological aspects embedding the stakeholders need to be considered as well.

Further research could benefit from exemplarily implementation and empirical observations that ought to support the deduced statements.
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Abstract. Small and medium-sized companies increasingly turning their attention towards the fourth industrial revolution. In order to increase their own long-term competitiveness, there is a growing desire to make production smarter, more efficient, safer and more sustainable through new technologies. Often, however, existing plants cannot be easily replaced by modern equipment. The reasons for this can be high investment costs, excessive downtimes or the unavailability of an equivalent machine. An alternative solution to the purchase of new equipment is the modernisation or expansion of existing systems, also called retrofitting. Thus, this paper deals with the retrofit process of a machine tool, whereby the software architecture of the control unit is the primary concern of this work.
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Introduction

Since the introduction of the fourth industrial revolution, the shape of the industry is changing and individual customer requirements become the focus of attention more than ever before. This paradigm shift from conventional production strategies towards fully connected value-adding processes places new demands on small and medium-sized companies (SME). To cope with this, Industry 4.0 (I4.0) enables more individual, flexible, efficient and sustainable production through the intelligent networking of machines and processes with the help of information and communication technologies [1]. Another concept that has recently come to the fore, are systems in which virtual and physical processes merge and interact, known as Cyber-Physical Systems (CPS) [2]. CPS can be seen as a technology for upgrading production for Industry 4.0, and consist of sensors, actuators, embedded systems, control, computing and communication devices that collect data and enable their availability [3]. However, implementing conventional machine tools into a CPS environment is not a trivial task, as these systems often do not provide adequate sensors or communication standards and mostly rely on proprietary system architectures, which inhibits the interconnection with other devices.

With machine tools, raw material is processed into a saleable product. These systems are part of the inventory of every company and impress with large quantities and high resource consumption [4]. They often constitute a high proportion of a company's capital. For this reason, a work life of 20-30 years is common for such machines [5]. Due to the paradigm shift in the course of Industry 4.0, older machine tools may no longer meet the requirements for quality or connection ability. Retrofitting offers an alternative solution to the purchase of a new machine.

Retrofitting can be divided into two categories, namely: traditional and smart retrofitting. Traditional retrofitting is the replacement of components to optimise accuracy, speed, maintainability and ease of use [5]. Upgrading the drive and control elements of an old machine is one way to extend work life. But often, when the machine is about to reach its payback point, the drive and control elements still meet the quality requirements but they do
not fit into modern production systems [4]. Therefore, smart retrofitting focuses on adapting existing equipment at a low-cost level. By adding smart sensors inside the old machine tool, relevant data will be generated. Both the historical and real-time data can be used to access status and condition of the system. The data can be, for example, further processed into a cloud service and also provides a decision-making basis for the plant control [5]. It should be noted that, for successful modernisation according to the idea of Industry 4.0, both types of retrofitting are necessary.

An important point that should be considered when retrofitting existing machinery is the control software of Programmable Logic Controllers (PLC). Due to the increasing functionality, higher availability as well as the higher degree of automation through modernisation, the demands on the PLC software are increasing [6]. Therefore, the development costs of the software contribute a not negligible share to the total costs of the retrofit project [7]. Especially when it comes to sustainability, it is important that the software has a modular structure and thus allows it to be extended, easy maintainable or individual modules to be tested at an early stage of development. For the reasons mentioned above, this paper describes both the hardware retrofitting process and the PLC software architecture.

Related Works

Stock and Seliger (2016) [8] describes various ways of realising sustainable manufacturing in Industry 4.0. The authors identify retrofitting as one opportunity for sustainable manufacturing. In a case study, retrofitting is applied to a machine tool. Therefore, the retrofit process is divided into four essential steps: situation analysis, defining of the monitoring strategy, data processing and implementation of the equipment in a CPS. As a result of the case study a milling machine has been extended by an acceleration sensor. Although their approach shows the fundamental steps of the retrofitting process, they leave open the question of how connectivity can be achieved.

A first retrofitting approach which is independent of the type and model of equipment is highlighted by the authors of Baker et al (2016) [9]. The authors are mainly concerned with requirements engineering for the technology applied in the modernisation process of subsea equipment used in offshore deepwater operations. To objectively define the requirements, they use a Model-Based Systems Engineering framework, which is basically the application of models to support product development at any stage of development or life cycle. Even though they do not devote to a specific type or model of equipment, their approach is limited subsea equipment. In addition, their work concentrates on the definition of requirements for this particular use case.

Arjoni et al. (2017) [10] propose retrofit techniques and focus on keeping the cost factor as low as possible. These developed techniques are demonstrated on three machines forming an academic plant. All three retrofit processes are about establishing intelligent and remote communication, as the scoped machines are outdated and do not allow communication with modern equipment. As a result, the authors present the Raspberry Pi 3 boards as a cost-effective tool in the retrofit process due to their versatility and stable operation.

Ehrlich et al. (2015) [11] consider the modernisation of a production line in terms of the potential offered by modern Industry 4.0 technologies. They conclude that the replacement of a whole production line by I4.0 technology at once is not financially feasible and they do not see the retrofit process as a “knee-jerk” action but more as a progressive process. The authors also present a new business model called Retrofitting as a Service. The retrofit process itself is divided into four steps, but the approach is limited to production lines.

Al-Maeeni et al. (2020) [5] show one way in which augmented reality (AR) can be used to increase the ease of use as well as reduce costs and processing times of existing machines and equipment. They use AR as a tool to help the machine operator to do the right
thing in the right sequence. In a case study, the authors use a navigation aid displayed on a Google HoloLens to improve orientation on a rotary bending machine due to an unstructured and unclear process flow. With this, they demonstrate a new technology or tool in the context of retrofitting.

In [12] and [13], Lins et al. deal with the topic of retrofitting in the context of Industry 4.0. These papers aim to develop a universal approach to transform industrial equipment into a CPS. In the latter contribution, a retrofitting platform is presented resp. developed, which provides resources for integrating old equipment in I4.0, regardless of the model or type. Inspired by the Reference Architectural Model for Industry 4.0, the developed retrofitting platform consist of three layers: infrastructure, communication and application. Furthermore, requirements, components and technical necessities to assist the implementation of the proposed platform were defined.

Friesen et al. (2020) [14] published a guide for retrofitting that applies regardless of the model and type of equipment used, similar to the work of Lins et al. (2020) [13]. This work is specifically aimed at companies that want to practise retrofitting. In addition to a detailed introduction to the field of retrofit, the authors present a multi-stage retrofit model. The multi-stage model shows users their current progress in the Industry 4.0 retrofitting as well as the stages and the order in which they need to be passed through. Subsequently, the universal approach is presented, which is split into 10 steps. Although the work of Friesen et al. gives a very detailed overview about the retrofitting process, they leave open the question of integration into Industry 4.0 architectures.

Lins et al. (2020) [13] and Friesen et al. (2020) [14] introduce an approach for retrofitting that can be applied regardless of the model and type of equipment. However, for the implementation of retrofit, it is beneficial to use the work of Lins et al. (2020) [13] as a basis, as this work clearly defines various requirements, components, methods and resources.

Related work on retrofit only show the upgrading process of the hardware, while the software is often left out of the discussion. In addition, the implementation is often not described in detail. The aim of this work is to look at the entire retrofit process from both the hardware and the software side in a case study.

**Software Architecture**

Software architectures describe a shared understanding of the design of a software application. Typically, an architecture describes how major components of a system interact with each other. The representations of software architectures are usually subjective, as the view of the significant architectural features may change during the life cycle [15].

A widely used architecture of software systems is the multitier architecture in which the software is subdivided into several layers. Each layer has a specific responsibility and contributes with its function to the overall application, whereby it provides and uses services. The basic principle of a multitier architecture is to allow only neighbouring layers to interact with each other. As a result, the system remains modular. This means that a layer can use the services of another layer without having to understand how this layer works [15]. This advantage is particularly useful in the development of standardised processes. However, layered architectures are not suitable for every application. A major disadvantage is that the software cannot be easily adapted to changing requirements. The reason for this is that the business logic is rooted in all layers. In addition, many layers harm the performance of a system.

This paper presents and applies a hexagonal architecture, also called *Ports and Adapters*, which was according to Litvinov (2020) [16] originally introduced by Alistar Cockburn in 2005. The idea is that users, programs, automated tests or batch scripts should drive the application equally. Furthermore, this and other approaches are the consequence of the desire for more flexibility, adaptability, maintainability and testability in software.
The hexagonal architecture consists of three layers: domain, application, and framework. Compared to multitier architectures, in here the business logic is strictly separated from other logic elements. Consequently, the hexagonal architecture departs from the conventional multitier models and introduces ports and adapters. Ports define the protocol in which an interaction with the domain layer is allowed. In other words, they specify how the communication with the outside world can be established [17]. Adapters, on the other hand, form the bridges between the outside world and all ports. They convert incoming signals into a protocol-specific form so that the domain layer is capable of interpreting the signals and vice versa [16].

Figure 1. Software architecture

Figure 1 shows the architecture of the developed software. In the middle of the abstract diagram is the domain layer. The domain is the central part of the software and contains the business logic. Summarised, the business logic describes the behaviour and constraints of the application. In addition, the domain layer acts as a supervisor and throws errors if there is incorrect communication with the domain. In the figure shown, the circle elements describe the ports. There is a difference between inner and outer ports. The outer ports are the interfaces between the outside world and the application itself, whereas inner ports are the interfaces to the domain layer. Between the inner and outer ports the application layer is rooted and links the framework to the domain layer. All adapters are embedded in the application layer. The adapters convert the input of the outer ports into a shape that can be understood by the domain. As shown in figure 1, the entire application is surrounded by the framework layer. This outermost layer contains all input and output devices, other applications, external libraries or third-party services.
Use Case

According to the universal approach given by Lins et al. [13], the retrofit procedure begins with the mapping of all existing resources and the definition of new resources. For the implementation of the resources and the achievement of all functionalities, various components have to be added to the system. All available components are divided into three structural layers. The layers are interconnected and each component has access to information and functions of other components [13]. The infrastructure layer covers the support and connection of the components to the industrial equipment. The communication layer is responsible for integration into an industrial network and communication with other network participants. Finally, the application layer enables interaction with other applications within the industrial network. Figure 2 shows the relationship between the added components and the bench drill.

Existing resources. The bench drill used in this case study is an OPTIdrill D17 Pro made by Optimum. It is a hand-operating bench drill with a maximum power of 500W. Between the motor and the spindle, there is a belt drive. By changing the drive ratio of the belt, the spindle speed can be regulated between 500 and 2520 \( \text{min}^{-1} \). An inductive sensor is used to detect the speed. A metallic object is attached to one pulley on the spindle so that a signal is triggered with each full revolution. In addition to the speed, the machine also detects the height of the drilling tool. A potentiometer is mounted on the feed lever, which changes its resistance (and hence the voltage) equivalent to the height of the drilling tool. The machine's digital display contains a HT46R54A 8-bit microcontroller that processes the signals of the speed and drilling tool height as well as visualising them on the display. The machine is also equipped with an emergency stop switch, a switch for the drill chuck protection and a magnetic switch for the belt gearbox. Each of these switches can interrupt the power supply to the motor and consequently stop the machine.

Defining new resources. Following the description of the Lins et al. 2020 [13], the new resources must be defined. In addition to the drilling tool height and the spindle speed, the motor temperature, the room temperature, the motor current and the motor voltage needs to be measured too. The positions of the three safety switches also need to be digitized. Adding an RFID identification enables the assignment of process data to the current job and the user working on it. The data collected shall be stored in a database. For communication with other Industrial Internet of Things (IIoT) devices, the CPS needs to be extended by an interface to an Industry 4.0 network. Furthermore, relevant information must be visualised via a user interface directly on the drilling machine and remotely via a web service. Table 1 shows a list of all resources.

Infrastructure and Communication

Embedded Board. The main component of the infrastructure layer is the embedded board, which receives the signals of all sensors. Such a board requires the support of various connections, buses and interfaces [13]. In this case study, a Revolution Pi Connect+ is used. The Revolution Pi is a programmable logic controller made by Kunbus. The PLC supports several industrial bus systems such as Modbus and RS485 and others like USB. Furthermore, extension modules allow the use of additional communication interfaces. Since the embedded system of the drilling machine does not offer a communication interface, the sensor signals must be captured separately. With the extension modules DIO (Digital In- and Output) and AIO (Analogue In- and Output), the signals of the integrated sensors of the machine tool can be received and processed by the PLC. The DIO module adds 16 individual digital inputs and outputs to the PLC. With the AIO module, up to 6 analogue signals can be captured and up to 2 analogue outputs can be controlled. The DIO module is responsible for monitoring the safety switches, while the AIO module monitors the temperature sensors and the potentiometer. All inputs and outputs on the PLC and the extension modules are read cyclically every 20ms.
**Power Monitoring Device.** As the PLC and the expansion modules only work up to a maximum of 24VDC, the additional power monitoring device Sentron PAC3200 from Siemens is used. The Sentron PAC3200 measures the supply voltage (≈230VAC), measures the current at the motor and sends the information to the PLC via the Modbus TCP/IP interface, where the PLC software can compute the power from these two values. However, instead of the primary current of the motor, a secondary current is measured, which is generated by an AX-0500 current transformer. The current transformer has a transmission ratio of 500:1.

**Temperature sensor.** A complete representation of the physical machine in the virtual world also includes the monitoring of temperatures. Since the AIO module of the PLC has two inputs especially programmable for resistance temperature detectors (RTD), two PT1000s are used to detect the room and motor temperatures. The AIO module automatically computes a temperature from the analogue signal.

**Microcontroller.** The PLC with a cycle time of 20ms is not fast enough to capture the signal peaks of the inductive sensor for the rotational speed. For this reason, an Adafruit Feather M0 Bluefruit microcontroller is used. The microcontroller measures the time difference between two signal peaks and sends this value periodically to the PLC via the RS485 bus.

**USB RFID Reader.** The bench drill is equipped with two USB EM 4100 radio-frequency identification (RFID) readers. One RFID reader is responsible for the user access identification. This means that registered users can only start the machine. Otherwise, relays interrupt the power supply. Another reader is responsible for identifying the current job. By scanning the RFID tag, the system searches for the route card belonging to the current job and displays it on the monitor.

**Communication.** The integration of a network component is an essential part of retrofitting. The network component is responsible for integrating the industrial equipment into an Industry 4.0 communication network. The PLC attached to the drilling machine still has an unused Ethernet port. A static IP address is set for this port so that other network participants can access the historical and live data via TCP IP protocol.

---

**Figure 2.** Retrofitted bench drill
Application

Database. By using a database component, historical process data can be stored and retrieved. Also, user-specific information for machine access and job details are stored. A SQLite database is used for this purpose. Another advantage of using a database is that the recorded process parameters are linked to the respective job and the machine user. This improves and simplifies the evaluation of the dataset.

Webserver. In general, the purpose of a web service component is to provide quick and easy access to relevant data. The web server is built with the web framework Flask. Flask is suitable for simple applications and supports simple URL routing.

Visualising Component. The visualization component works in cooperation with the webserver. The user interface is accessible via a website. For this purpose, a 10.1-inch capacitive touch Liquid Crystal Display (LCD) is equipped on the drilling machine, which displays relevant information to the user. The user interface only visualizes the process and cannot affect the physical process itself.

Results and Conclusion

In this paper, a traditional drilling machine, commonly encountered in industry, was equipped with modern acquisition and communication technologies (retrofitting). For this purpose, different approaches from the literature were presented and analysed for their suitability. By using a universal approach, the machine tool was upgraded for integration into I4.0 systems. Besides the integration itself, further functionalities were added. Table 1 shows the results of the retrofitting process and compares the before and after state.

Table 1. Retrofitting results.

<table>
<thead>
<tr>
<th>Resource</th>
<th>Before</th>
<th>After</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network</td>
<td>Ethernet, Wi-Fi</td>
<td>Ethernet, Wi-Fi</td>
<td>The use of Wi-Fi or Ethernet makes data available to other devices inside the network</td>
</tr>
<tr>
<td>Database</td>
<td>Local network</td>
<td>Local network</td>
<td>Stores historical data and makes information available to network participants</td>
</tr>
<tr>
<td>RFID User Identification</td>
<td>Machine-User assignment</td>
<td>Machine-User assignment</td>
<td>Make the machine available only for trained and instructed employees</td>
</tr>
<tr>
<td>RFID Job Identification</td>
<td>Machine-Job assignment</td>
<td>Machine-Job assignment</td>
<td>By scanning the RFID tag, the monitor shows the route card of the current job</td>
</tr>
<tr>
<td>Measure motor temperature</td>
<td>Local network</td>
<td>Local network</td>
<td>System is able to measure motor temperature and provide data to other network participants</td>
</tr>
<tr>
<td>Measure Room Temperature</td>
<td>Local network</td>
<td>Local network</td>
<td>System is able to measure room temperature and provide data to other network participants</td>
</tr>
<tr>
<td>Webserver</td>
<td>Local network</td>
<td>Local network</td>
<td>Webserver provides data for user interface</td>
</tr>
<tr>
<td>Motor power consumption</td>
<td>Local Network</td>
<td>Local Network</td>
<td>System is able to measure motor power consumption and provide data to other network participants</td>
</tr>
</tbody>
</table>
Drilling tool height | Display at the machine | At the machine and accessible via local network | System is able to measure drilling tool height and provide data to other network participants
---|---|---|---
Rotating spindle speed | Display at the machine | At the machine and accessible via local network | System is able to measure rotating spindle speed and provide data to other network participants
Display Parameters | Digital Display | Digital Display and LCD Monitor | Relevant data is displayed on an additional monitor in a user interface
Checking the positions of the safety switches | - | Local network | System is able to identify the positions of the safety switches and provide data to other network participants

Furthermore, the architecture of the control software is presented in this paper. The presented software departs from the conventional layered architecture and builds on a hexagonal architecture. Due to the principle of ports & adapters, it is possible to separate the business logic from the rest of the logic. As a result, the domain becomes independent of the rest of the application. Thus, the system can easily be extended by further components. This only requires the creation of an adapter, which communicates with the domain via the defined ports. An additional effect, individual software elements can be tested independently of the entire system.

**Future Works**

As future work, it is intended to implement an Open Platform Communications Unified Architecture (OPC-UA) component. This will standardise the data transfer and ensure interoperability between the communication participants. On the basis of this paper, a digital twin will be built for a complete representation of the machine in virtual world. In addition, the system will be extended by an AR application.
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Abstract. The concept of the Internet of Things (IoT) is not exactly a novelty, even if it has not burst out yet with all the force that the market expected. The 5th generation of mobile telephony (5G) is rushing to deploy in the midst of a real trade war, and intends to get one's own way on this and others fronts. This paper analyses how to overcome the challenges of an IoT deployment, which can be too complex to fulfil its promise of massification and ubiquity. This analysis is primarily intended to identify whether 5G will be the key to a current IoT deployment in all contexts, or whether it is wise to pursue other development paths first.
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Introduction

Although all the current development of communication technologies has been oriented mainly to communication between people, new trends are encouraging machines and devices to connect massively, giving rise to Internet of Things (IoT). The IoT represents an ecosystem that is expected to be made up of 100 billion devices by 2025: sensors, alarms, wearables, mobile phones, household appliances, code readers, etc. According to Huawei’s estimations, on this date only 10% of the total connections will be between humans; the rest will be between devices in autonomous way.

Technologically speaking, when dealing with the IoT there are three layers or levels. The first corresponds to devices, sensors and actuators whose main function is to capture different variables such as temperature or light, which are converted into electrical impulses (data). The second level is the “IoT gateway” or gateway, which includes the hardware and software components that serve as a connection point between the cloud and the controllers, sensors and intelligent devices. This level
configure the architecture required for data processing. Finally, the third layer of the IoT platform is where business, consumer applications and services are located [1]. The International Telecommunication Union (ITU) has created the overall roadmap for the development of 5G mobile technology and has defined the term "IMT-2020" to designate it. Following the completion of its work on the 5G "Vision" at the ITU Radiocommunication Section (ITU-R) 5D Working Party meeting in San Diego, California, the ITU defined the overall objectives, process and time frame for the development of 5G mobile systems [2].

To fulfill its promise of massification and ubiquity, IoT requires an infrastructure deployment that industry has been unable to supply, and 5G promises to deliver. This paper attempts to analyze whether 5G will be the key to a current IO deployment in all contexts, or whether it is wise to pursue other development paths first.

5G for IoT

One of the strongest reasons to think about revolutionizing mobile telecommunications is the IoT. The 5G is intended for this purpose, and its architecture has been redesigned by up to 36% to support the news requirements [3].

In the words of Asha Keddy, general manager of mobile standards for advance tech at Intel, "we’ll see computing capabilities getting fused with communications everywhere, so trillions of things like wearable devices don’t have to worry about computing power because network can do any processing needed" [4].

The IHS Markit consulting firm has conducted a forecasting exercise through 2035 based on knowledge of the impact of previous generations of wireless technologies and forecasts of the enormous opportunities. One of their conclusion was that “5G value chain will generate a return of $3.5 trillion and 22 million jobs. This figure is larger than the value of today’s entire mobile value chain” [5].

The basic performance criteria for 5G systems have been established by the ITU in its Recommendation IMT-2020. ITU-R M.2083 describes three general usage scenarios for 5G systems [6]:

- Enhanced Mobile Broadband, to cope with vastly increased data volumes, global data capacity and user density
- Massive machine type communications. This use case is characterized by a very large number of connected devices typically transmitting a relatively low volume of non-delay sensitive data. Devices are required to be low cost, and have a very long battery life
- Ultra-reliable and low latency communications to support mission-critical and safety-critical applications

At this definition stage, one might ask whether the work teams will make the standardization and regulatory decisions that make it feasible to meet these expectations.

Figure 1 shows the increase in 5G network capabilities with respect to LTE-Advanced, technology for 4G by the 3GPP group.
The 5G still has several major challenges to overcome that may slow down its massive deployment. The most illustrative are:

- **The radio spectrum:** This is probably the most important technological challenge facing 5G communications [7]. Brett Tarnutzer, director of the Spectrum GSMA, says *“Operators urgently need more spectrum to deliver the endless array of services that 5G will enable (...) Without strong government support to allocate sufficient spectrum to next generation mobile services, it will be impossible to achieve the global scale that will make 5G affordable and accessible for everyone”*. According with this goal, the GSMA has published the 5G Spectrum GSMA Public Policy Position [8].

In order to support all expected performance, the ITU proposes to use the frequency bands above 24 GHz [8]. This means that operators will need to deploy thousands (or perhaps millions) of small cells throughout the territory: on streetlights and urban layouts, on the facades of buildings, and even inside individual homes, a deployment process that will be slow and require multi-million dollar investments.

- **Security issue:** More data means more challenges. Let’s add that the 5G is the first generation of mobile networks designed for M2M machine-to-machine communication. The biggest security challenge posed by 5G networks is privacy. 5G networks will enable new types of applications and allow us to connect more
devices to the network (and each other), encouraging us to capture and share more and more of our personal data. Some of which may never have been captured digitally before. In this regard, the 5G Americas group makes an analysis of the emerging threats facing 5G and the different mitigation mechanisms [9]. Threats that are not exactly new, but of a greater scope, so potentially more invasive and with catastrophic effects.

- **Money Matters:** All the promises of 5G will not exactly be painless for mobile ISPs. The 5G requires that the deployment of the networks responds to the ambition of those who have designed the new technology, multiplying several times the number of antennas and modifying their topology. The key is that, with 5G, ISP networks can be used for functions that are now impossible, significantly extending their range of use and therefore also increasing, at least theoretically, revenue. However, the high cost of deploying these new networks in all their magnitude is a great challenge especially for telecommunication operators who have to bear it, especially when the differential economic return, although intuited, isn’t yet evident.

**IoT Deployments for Developing Countries**

5G promises many technological advances and a great economic boost; but without a clear business model for all, and a prohibitive deployment cost for many economies. Maybe this new revolution in the field of mobile technology will have to wait for better times.

The biggest impact expected for 5G is on services and manufacturing. 5G’s main customers are machines and objects, so in economies with weak and obsolete industry, based on infrastructures with very poor or no automation, you will have very few customers to help you with ROI (Return on Investment). In the end, the funds for deployment will be taken from the development of other sectors that also need it, sectors whose activity will be reversed in development in a faster and more objective way.

So, if it is not wise to think about the deployment of 5G for now, it could be thought, do we have to postpone the IoT as well? Of course not.

Although the 5G’s sellers show it as the key piece for the massive deployment of the IoT, this concept has its own live, and has been born from several previous technologies and paradigms, so there are always excellent options.

**LPWAN**

LPWA (Low Power Wide Area) or LPWAN (Low Power Wide Area Network) for many authors. These terms do not denote any particular technology, but can be use as generic term to refer to any network designed perform a low-power wireless communication with other networks, such as telephony, satellite communications or WiFi networks.

There are several technologies based on open or proprietary standards, such as LoRaWAN, Telensa, Sigfox, Igenu NetworkSentre’s Random Phase Multiple Access (RPMA) and others. In a general sense LPWANs provide long range, promising
coverage up to 15 Km in open environments and up to 2 Km in urban environments. They are designed to give access to a potentially high number of devices that have to transmit small amounts of data (few bytes) sporadically (e.g. every few minutes), mostly to the server.

LPWA networks are used almost exclusively in the field of IoT devices and M2M communications. Its applications are in remote meter reading, public lighting control, theft alarms or control systems in infrastructure, crop irrigation system, unattended weather stations, animal control, and many others.

Another great advantage of these technologies is the use of unlicensed spectrum, although it is not in the classic 2.4GHz and 5GHz. The chips typically offer channels in the 867 and 869 MHz bands (Europe), 902 and 928 MHz (America and Asia). The regulations on this subject should be reviewed for non-invasive use of licensed frequencies.

**NB-IoT**

Taking care your own network infrastructure, especially when there are nodes in the field, can be quite problematic for companies that don’t want to have too large an IT structure. It would be desirable if our mobile provider have solutions that do not include the trauma of paying for a SIM card for hundreds of devices. The solution has been NarrowBand - Internet of Things or NB-IoT for short.

The GSMA's initiative, NB-IoT uses the mobile phone bands and is designed to operate in several ways, including the use of the GSM band replacing the current deployment (standalone). Also uses the LTE band and therefore sharing it (in-band), or even using the spacing between LTE channels to maximize the communications spectrum (guard-band).

NB-IoT is a half-duplex technology that enables efficient uplink communication, that is, it allows the establishment of connection to the cellular network, the allocation of network resources to the node (known as User Equipment or UE) and the transmission of data (MT Data). In the most typically application, an UE will remain disconnected from the network and, when it has data to transmit, e.g. a meter reading, it will establish the connection, transmit the data and disconnect as soon as it receives confirmation of delivery [10].

NB-IoT is reliable because it guarantees the data delivery. This is significant if is compare with other LPWAN technologies based on an ALOHA access. Also, the use of a licensed band makes it more reliable due it does not coexist with other technologies. However, using a licensed band has implications such as being dependent on an operator and therefore subject to a service and coverage model beyond control of the application. E. g. if LoRaWAN used, and there is little coverage, an extra Gateway can always be deployed; but with NB-IoT, all is on the operator's hands.

**LLNs**

Like LPWA, LLNs (Low-power Lossy Network) is a set of technologies that include devices with very limited resources, both energy, computing performance and embedded memory. The main different with LPWA is the coverage area, just a few meters (around 200 m). This networks are formed in multi-hop meshes to connect to
the Internet. This idea follows the principle that multiple short jumps within a mesh are much more energy efficient than a single jump to a sink (gateway).

As in engineering, what is usually earned in one hand is sacrificed in the other. In an LLN, finding neighbors and then having them find a route to the gateway is not exactly a simple task. In LLNs, nodes (known as motes) must enter their work area, recognize their neighbors, and collaboratively find their way to the sink.

IEEE 802.15.4 is the standard for Low-Rate Wireless Personal Area Networks or simply Low-Rate Wireless Networks from 2015. The reduction of the acronym is due to the fact that its uses, potentialities and expectations began to go beyond the personal area to endorse the IoT's lines.

An important step towards the robustness of these networks was the 802.15.4e amendment [11] which specifies the TSCH (TimeSlotted Channel Hopping) mechanism within the multi-channel mechanism to mitigate the effects of multi-path fading and interference generated by different commercial devices.

**Conclusions**

For the first time, objects are the primary customer of a commercial telecommunications network. This is undoubtedly the most revolutionary contribution of the 5G, which expects to deploy the massive IoT and applications with critical performance and delay requirements. Its gradual implementation of 5G will have an economic impact on all industrial sectors.

However, it should be keep in mind that any forecast will depend on the implementation timetable, national regulations and the possibility of consolidating the new business models. For now, its cost and deployment challenges are not justified in economies with a underdeveloped infrastructure that will presumably not exploit the capabilities and benefits of this new generation of mobile telephony.

But the IoT is not intrinsically linked to 5G. There are several solutions that can be deployed by both public operators and other companies that wish to expand their service portfolio using a more competitive model.
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Design and simulation of an MPPT charge controller for a PV application
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Abstract. In this document, we propose an MPPT charge controller based on the two-phase charging method proposed by the datasheet of the battery under test. Also, for efficient and optimal charge the charge controller reacts with better exploitation of the available photovoltaic (PV) power by means of a maximum power point tracking (MPPT) technique employed in the control algorithm especially the Perturb and observe (P&O) techniques; when threshold voltage reach, the regulation phase start. The MPPT and converter efficiency are respectively 98.7% and 98.2% at the standard test condition (STC).
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Introduction

Autonomous photovoltaic systems with storage have become more and more widespread in recent years, especially in rural areas isolated from the local energy distribution network. The type of storage generally used in these systems are lead-acid batteries. The maturity of this technology and its low cost are the main reasons[1]. Also, lead-acid batteries have a high number of cycles and represent about 15% of the initial investment but over an operating lifetime of twenty years, they could exceed 50% of the overall cost of the system ; it is therefore important to increase the life of the component to lower the cost of the energy produced[2]. And to get there, it requires an optimal use of these batteries, that is to say a charge/discharge controller. It is in this sense that we present in this document an algorithm for charging a lead-acid battery based on the (maximum power point tracking) MPPT method. This algorithm allows us to reach a state of charge of 100% while not exceeding the charge threshold voltage.

Principle of an MPPT

To optimize the power available from the panels we need an MPPT. The MPPT commands will continuously adjust the duty cycle associated to the static converter that charges the battery. Different MPPT methods have been published in the literature in order to obtain an optimal functioning. Many researchers are interested in recalling and comparing the different MPPT techniques that exist in the literature [3, 4]. BELKAID ABDELHAKIM shows in his thesis that there are about thirty MPPT techniques[5]. These MPPT command can be compared according to their dependencies on the parameters of the solar panels and their complexities and the type of implementation according to whether it is analogue, digital or mixed[3, 6, 7]. Among these commands the most knows are : the command called perturb and observed (P&O), the incrementation of the conductance (IncCond), the approach of the constant current, the constant voltage[7] and in recent years the approach to fuzzy logic and the neuron network. Only the P&O will be presented in this document.
Principle of P&O command

As its name indicates it is based on the disturbance of the system through the increase or decrease of $V_{\text{ref}}$ or by acting directly on the duty cycle of the DC-DC converter, then by the observation of the effects of these disturbances on the panel output power. If the value of the current power $P(k)$ of the panel is greater than the previous value $P(k-1)$ then we reverse the direction of the disturbance. The algorithm flowchart is given below:

![Figure 1. P&O command flowchart][8]

Design and sizing of a PV system charge controller

The conversion chain of a PV system with storage is presented as illustrated in the figure 2. It consists of a solar panel which acts as a generator, a DC-DC converter which ensures an adaptation between the generator and the battery, a charge controller that regulate the converter and finally the lead-acid battery which represents the charge.

![Figure 2. Battery charging system][8]

The solar panel and the DC-DC converter

For the simulation we have used the “aleo solar A18.240” panel in the matlab library. The main electrical characteristics are maximal power, maximal voltage and maximal current which is respectively equal 240W, 30.1V and 8A.

The choice of buck DC-DC converter is motivated by the fact that the panel voltage is higher than one of the battery, and we need to lower it before charging the battery.

The equation (1) are given for the sizing of the filter at the output of the converter which limit current and voltage ripples. [8-10] :

\[ L \geq \frac{V_e}{\Delta I_s f_c} D (1 - D) \]
\[ C \geq \frac{(1-D)}{8 + L_s f_c + f_c} \left( \frac{V_s}{\Delta V_s} \right) \]

$V_e$: Maximal input voltage (30V), $V_s$: Maximal output voltage (12V), $f_c$: Switching frequency (750 Hz), $\Delta I_s$: Ripples output voltage and current (5% of $V_s$ and of $I_s$), $D$: Duty cycle.

The choice of the switching frequency is crucial. The larger it is, smaller is the core of the inductor and greater the switching losses of power[11].
The algorithm of the MPPT charge regulator

The charging of a battery follows two basic steps for an efficient charge without the risk of damaging the battery and also optimized a battery life time[2, 8]. The charging mode is represented by the following curve:

![Figure 3. two-phase charging mode.](image)

First, the battery is charged at constant current of around C/5 of its nominal capacity until the voltage at the battery terminal reaches the charging threshold voltage (14.4 V); then in a second charging phase, the voltage is kept constant at its threshold value until it is fully charge (100%) with a progressive decrease of charge current. Starting from the charge principle described above the flow chart of the MPPT regulator is presented below:

![Figure 4. MPPT charge controller algorithm.](image)

Simulation : results and analyses

For the simulations, we used the matlab/Simulink software. The capacity of battery over charge is 200Ah with nominal voltage at 12V. The test is done at STC condition.

At start of the charge, the maximum available PV power is transferred to the battery, according to the MPPT algorithm (Figure 6). Then the battery voltage progressively increase until it reaches 13.4V (Figure 5). Then the charge-regulation phase is initiated (Figure 5) and the battery charging current is progressively reduced to the defined value. Figure 6 shows the charging power variation when the regulation phase start. The efficiency of the converter and MPPT during all the charging process is lying between 97.3% and 98.7%. We can see on figure 6a that MPPT response is less than 0.01s.
Figure 5. Voltage and current charging curve at the beginning and regulation phase.

Figure 6. PV Power and charging Power at the beginning and regulation phase.

Conclusion

In this document, we have studied the implementation of a two-phase MPPT charge controller with the aim of making an efficient charge allowing to prolong the life of the battery and other side save forward the fact that the use of an MPPT charge regulator reduces battery time charge for photovoltaic application by providing the maximum available power with an efficiency over 98%.
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Abstract. Distributed energy systems are a key success factor for the future and self-determined living in undeveloped or emerging regions. Education, culture and economic growth are significantly influenced by energy processes. In order to be able to use a built-up infrastructure, maintenance and condition control of the systems along their entire life cycle are indispensable. However, this can only be achieved if an independent technical condition management system can be established. Event-based data and warnings can be transmitted or retrieved at any time. Due to this, decisions can be made on the basis of the information obtained, which then lead to the maintenance of the targeted functional scope of the power systems. In the following paper, a TCM for pv-based distributed energy systems is presented. It consists of a low performance single board computer which can be connected to a cloud system with mobile communication and transmits essential data.
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Introduction

Due to the continuing growth in global energy demand, the dilemma of extraction available energy sources and using them efficiently must also be solved especially in rural areas. Decentralized, distributed solutions based on renewable energy systems can provide a remedy and drive regional development. For several years, utility concepts for renewable energy systems have been designed for the sub-Saharan region of West Africa and pv (photovoltaics)-based energy supplies have been established, especially for powering elementary schools [1, 8].

A barrier to the readiness of a more widespread use of these technologies is often due to the fact that, due to a lack of means of communication, it was not possible to guarantee support for the plants by maintenance and repair (MRO) teams. This is where new technological enablers come in, offering the possibilities of health monitoring and alarm event management [3, 4, 5].

Data-driven information processing and decision support, especially through a transcript of historical data about the operating conditions on site, are an advantage for an efficient and long-lasting operation that should not be underestimated [6, 9]. Sophisticated applications have been set up as part of various project work on decentralized energy supply based on the use of regenerative energy systems. Since access to the systems is often difficult, maintenance and possible error analysis should be made possible remotely.

Architecture and Entities

Due to the described challenge, a holistic approach as well as a prototypical realization for a Technical Condition Management (TCM) is presented for pv-based distributed energy
systems. The core architecture consists of an inexpensive, commercially available single board computer (Raspberry Pi 3 B) with various interoperable interfaces and additional PCBs for special sensors like as follows (hardware architecture see figure 1):

- temperature sensor DHT22
- current sensor ACS712-5
- voltmeter unit ADS1115 (M5Stack) as well as
- GSM GPRS module with antenna SIM800L GSM for mobile communication.

The system is used to health monitor and log the states of the energy system and to provide event-based decisions on its adapted continued operation. Regularities for the demand of provided energy resources are collected in order to enable an optimized utilization of existing capacities at any time. Furthermore, an escalating alarm management is presented to operators and MRO service providers on the basis of collected data. The data processing is enabled by the opensource software NodeRED and the communication via GSM/Internet protocol.

Figure 1. Architecture of the TCM system.

The innovation value of the TCM system lies in the distributed information provision across the application limits of the power systems. Here, the priority is to find a lightweight data structure that makes use of a narrow transmission bandwidth. A program for M2M communication and historical data acquisition was set up and implemented on NodeRED. By using common M2M protocols such as MQTT, the cloud infrastructure can be applied for external access to the distributed energy systems. Different architectural approaches for centralized and decentralized data storage as well as testing the use of an edge server for pre-processing the data have been examined.

Prototypical Realisation

An initial trial installation was carried out on the basis of the Roadshow logistics system in place at TH Wildau to raise the digital awareness of companies. Here, an overall package was designed and the basic feasibility is demonstrated. It is essential that the data of the system are transmitted mobile parallel to their use in the whole of Brandenburg region and reflect a constant overview of the state of the energy supply. For the frequently changing operators of the roadshow, the display elements were provided with a traffic light system.
This allows the operator to see quickly whether the actual values are within the required range (green) or whether a deviation is occurring.

As part of the development of the Center for Renewable Energy Systems (CenRES) at Kara University, a follow-up installation will be made on the Mobile Energy System of the BONITA House built in 2016. A prototype implementation of the graphical user interface of TCM especially for condition monitoring can be seen in figure 2. The data is transmitted collectively to the cloud server at TH Wildau in Germany. Event-driven applications are then mapped on the basis of self-analyzing process chains.

Based on the cloud data storage, trend analyses can be prepared that provide an optimal insight into the energy system's condition. In this way, deviations from target states can be identified at an early stage and alarms triggered. Before a failure of subsystems such as the batteries occurs, maintenance can be initiated or replacement prepared. It is also possible to implement a billing system based on the actual times consumers are switched on. This makes the economic viability of such solutions for use in the savannah possible.

Conclusions

Technical condition management enables a holistic view on the ability of the equipment to fulfil the customer needs. Finally, the following key enablers for future TCM systems can be derived from the approaches presented:

- The development of smart sensors, and other low-cost on-line monitoring systems that will permit the cost-effective continuous monitoring of key equipment items
- The increasing provision of built-in sensors as standard features in complex controlling items,
- The acceptance of Condition Monitoring within the "mainstream" of operations and maintenance, with service operators increasingly utilizing this technology as part of their day-to-day duties
- An increasing focus on the business implications and applications of Condition Monitoring technologies, leading to the utilization of TCM-technologies to improve equipment reliability and performance, rather than to merely predict component failure.
A reduction in the cost-per-point of applying TCM technologies. Ultimately, event-based alerting ensures high availability of the technique. Planned downtimes for maintenance tasks can be minimized and the safe use of the energy supply can be ensured.
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Abstract. The COVID-19 pandemic confronts universities with great challenges to maintain research and teaching activities with as little contact as possible. Lecturers currently have to migrate to internet teaching. In most cases, e-learning and digital tools are used to continue online courses to replace classroom teaching. But current online approaches are limited to just lectures and theoretical mathematical exercises. In this paper it will be shown how practical exercises can be carried out remotely via internet in a real technical environment. Experimental laboratory equipment for automation technology and mechatronics is always associated with high costs. The reason for the high investments are the costs for different intelligent devices within an automation solution and the costs for extensive engineering. Beyond the costs, the number of workstations usually does not correspond to the required number of students to be trained. In this case, the same exercises have to be repeated several times, which also leads to increased personnel costs.

Remote laboratories are a very cost-effective solution for these problems. This paper describes how this goal can be achieved by implementing a WBT server (WBT - Web-Based Training Server) and a Java-based client-server architecture. The idea behind a remote controlled laboratory is to use web technologies and the Internet as communication infrastructure to perform an experimental part of the training with programmable automation devices. First of all, a detailed requirement profile for the laboratory was developed. Primarily technical, didactical and organizational requirements are concerned. In addition, the laboratory is to improve the education of the students by interactive, problem-oriented learning on real industrial automation components. The aim of the training is to learn suitable working methods for the design (engineering) of complete automation solutions starting from simple to medium complex machines and plants.
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Introduction

The use of online automation engineering in general has thus far not found any sweeping acceptance on the operating side. The engineering capable of being performed via worldwide data paths and by means of multi-media tools are thus far advances of innovative manufacturers of capital goods who, in this way, ensure themselves new unique selling points compared with their competitors.

This type of manufacturer-driven approach neglects important customer interests through the proprietary design and the differing manners of communication of the systems. The reasons for this trend lie in the fact that many manufacturers have initially striven for support by their own service personnel, especially during the commissioning phase. The finding phase of the suppliers with respect to online engineering that is still continuing makes the path towards a uniform communications standard for use in the industrial environment more difficult. The latter has been prevented in particular through the rapid changes in the field of various information and communication technologies [1].
Some concepts for the provision of diverse machine-related services via remote control of these machines by humans with information technology tools have already been developed. These constitute comprehensive solutions for IT-assisted service scenarios with the involvement of the organizational structures of manufacturer and operating company that above all make clear the complete host of services that can be reproduced on the basis of modern-day information and communication technologies [2]. The use of the communications infrastructure of the Internet itself is becoming increasingly established in this field and, as a result, will develop far-reaching potential for the future online engineering.

Nevertheless, the introduction of online engineering brings with it major challenges for the companies. Many of these companies are placing their faith in differing suppliers in the field of machines and machine control, with the result that the large number of heterogeneous components and online service solutions offered, prevents any efficient organization of remote access that represents a further precondition for a comprehensive, inter-compatible and future-oriented introduction of online service in the field of remote control access. Operating companies of Online supportable, production systems are consequently faced with high infrastructure and organizational costs as they constantly have to administer the large number of different systems in order to keep them available for possible use.

In this respect, the world-wide operating, major manufacturers of online engineering systems offer comprehensive services that have already been taken into consideration in the planning of the installations, however, the well-known problems of the proprietary solutions and the difficulty with integration into company infrastructures continue to exist. In detail the following weaknesses of current remote. In detail the following weaknesses can be shown:

- Users are confronted with different online service solutions.
- Insufficient compatibility to allow in-house usage of proprietary systems.
- High requirements for safety of operator and machine.
- High requirements for security of system access and network.
- Version conflicts due to different software updates.
- Current complexity allows operation by experts only.

Available automation concepts

In process and manufacturing automation, the demands for increasing productivity and flexibility while maintaining consistently high quality standards are constantly growing in the face of intensifying competition. This development leads to increasingly complex requirements for control concepts and implies a further increase in the complexity of automation tasks. In order to meet these continuously changing requirements, decentralized control concepts are subject to constant change towards distributed systems with open interfaces. This change is also favored significantly by the daily growing performance potential of microelectronics and information technology [3, 4]. As a result, numerous centralized and decentralized control concepts have emerged in automation technology, which can be classified primarily according to their topological, functional and communication aspects (Figure 1).
For the control tasks of simple machines, which predominantly require binary signal processing in the form of logic or sequence control, central programmable logic controllers are still used. In complex machines and plants, a decentralized and modular network of individual controllers is increasingly replacing centralized structures. These are usually small and medium-sized control systems or intelligent sensors and drives directly on the machine or plant, which are networked with each other via appropriate field buses. In order to protect employees and the environment, safety-oriented control components and safety-oriented communication systems are used in complex plants and in the field of infrastructure applications. A continuous process is guaranteed by the use of redundant and highly available systems (HSBY).

A new generation of decentralized control systems is significantly influenced by the spread of industrial Ethernet and web technologies. By consistently integrating these technologies, various problems of existing fieldbuses, such as openness and manufacturer independence, can be solved. These protocols have been successfully introduced right down to the control level. It is undisputed that this trend towards further integration will continue right into the field level. The introduction of Ethernet and the shifting of control functionalities to the field devices and drives requires further functional changes to the controllers and control systems when they are integrated into the higher automation structures, which consequently also affects the engineering and thus their software tools. The specification of different device descriptions (FDT, GDS, EDS, etc.), which are made available to the user by corresponding user organizations, is particularly helpful for the integration of these technologies.

The design of an automation solution depends on machine size and market segment, where automated equipment can be applied. The main criteria for building of automation architecture are: number of digital and analogue Inputs/Outputs, intelligent channels, type of fieldbus, remote access, high availability and safety.
Training in real and virtual environment

The currently most widespread model for knowledge transfer at European universities is still characterized by passive lectures and exercises. However, such knowledge transfer through theoretical input in engineering courses always suffers from a low recall rate. At the Faculty of Vehicle Systems and Production, application-oriented teaching is provided with the support of practical exercises and group work. Although the recall rate with this approach is as high as 32% after three months, the number of dropouts is still too high. One of the main reasons for this dropout rate is an excessively high level of abstraction in the transfer of knowledge in mechatronic modules. This problem makes it increasingly difficult to find candidates who can carry out internal project work in the form of individual projects, interdisciplinary projects and master projects. The current shortage of skilled workers in Germany is also intensifying the competition between universities and industry, since even the few existing candidates with specialist knowledge prefer to write their theses in industry.

For this purpose, technical workstations have been developed which enable active experience and experimentation. Such an approach can make the level of abstraction of complex programming tasks much more comprehensible through personal experience with all sensory organs and through cooperation and communication with others. It can even increase the above-mentioned recall rate to 65% and thus lead to significantly better learning outcomes.

Design of an automation solution for practical education

With the aim of providing students with a modern education in the field of automation technology, the Cologne University of Applied Sciences and Schneider Electric GmbH have designed a range of equipment to meet the needs of the students. Care was taken to ensure that as many and innovative automation technologies as possible were taken into account. Because of the investment security, the selected components should not be on the market.
for longer than two years. A classification of these technologies, which had to be considered, is shown in Figure 3.

![Figure 3. Education Engineering](image)

Inductive and capacitive sensors, optical encoders and data carriers for radio frequency identification (RFID) are provided for the acquisition of binary and analogue process signals and are connected to the programmable logic controller (PLC). A modern mid-range PLC with numerous external modules was selected for processing the process signals. For the tasks "operating and monitoring", sophisticated HMI touch panels with colour display are used. Each station is equipped with modern electronic drive components. A frequency converter is used to practice clockwise and counter-clockwise rotation and commands for constant speeds and constant torque. A linear axis with servo motor and servo controller can be used to perform various tasks with positioning control. All components are networked via CANOpen fieldbus. Profibus DP is also available as an option. In this way, students can configure field buses and learn about their communication protocols. All stations are connected to each other via Industrial Ethernet, so that access to web servers of individual components and technologies of web-based automation can be explained.

The Cologne University of Applied Sciences is one of the first universities in Germany that would like to sensitize its students to the efficient use of electrical energy as part of their university education. For this purpose, appropriate measuring devices were installed at each station, with which all energy data of three consumers are continuously recorded and stored. Subsequently, these data are to be evaluated and analysed by the students. After the analysis, proposals for measures to be introduced to save energy will be developed. For training of automation engineering skills we designed a suitable working stations, which consider those commonly technologies. One workstation contains following equipment:

- Sensors, detectors, encoders and RFID switches for data detection
- Programmable logic control (PLC) for data processing
- Human Machine Interface
- Velocity speed driver and Motion driver
- Smart meter for energy efficiency
- Ethernet Network and CANOpen as machine bus
- Programming and SCADA software
In order to increase the motivation of the students for the education in the field of automation technology even more, technologies were also procured with which young people can identify more easily today. This makes it possible for students to complete certain parts of the exercises from their own smartphones using Java Apps. An overview of this is shown in Figure 3. For example following exercises can be performed:

- Command for motor via Bluetooth
  - Left turn and Right turn
  - Change velocity

- Commands via GSM Modem
  - Email sending from process
  - Alarm per SMS receive and email

In addition to the hardware, appropriate site licenses were provided for the complete engineering (programming, visualization with SCADA, simulation, etc.). The entire apparatus equipment of the Laboratory for Automation Technology at the Cologne University of Applied Sciences comprises 20 modern workstations of identical design. A large number of practical exercises can be carried out in the teaching environment. The training of students in the areas of control, drive and communication technology is thus decisively improved and made much more clearly understandable.

**IIoT architecture for remote education**

The concept presented above was built identically at 20 workstations in the laboratory. At each station, two students work in a team, so the capacity for training is 40 participants. In order to use the potential of the equipment also outside, the approach of IoT was implemented. At each workstation 10 global IP addresses were implemented. A WBT server manages an Ethernet network of more than 200 addresses. The Internet-based architecture allows remote access to the automation technology modules for exercises and practical training. The resources of the laboratory can be used as "Distance Learning" for location-independent training. This technology offers an enormous advantage, especially in the global pandemic period due to COVID-19. Students do not have to be present at the university, but are able to carry out their automation tasks (programming, visualization, parameterization etc.) online via remote access. The equipment is also available to our external partners from industry and other universities.

In the middle of the remote architecture is a server that manages the entire information content of the individual stations. The server controls remote access and routing to individual workstations as well as authentication (user name and password) of the users. Various SQL databases for archiving access protocols are implemented on the server. Remote access from the global network is established via a VPN connection. In this step the external computer becomes part of the laboratory network and is assigned an IP address via the DHCP server.
In the next step, a connection to a virtual computer from the computer pool is created by establishing a remote desktop connection according to previously defined rules. This computer provides a working environment with all software components required for programming. After a "user name and password" query, access is gained to all programming software for PLC, HMI and drives. The user can observe the downloading and testing of the programs written on the automation components via a standard webcam.

Once a student has logged on to a remote computer, he can use all of Toll's soft-ware to program the platforms. In figure 4 on the left side is the software for configuring and programming the PLC. Five different languages (LD, FBD, SFC, IL, ST) according to IEC 61131-3 are available for programming the tasks. When the tasks have been programmed, the participant can test and validate his solutions in a de-bugging process before the project is remotely transferred to the hardware. Tools for diagnostics and online services are then also available. Following a similar pattern, students also use the software to create the screens on the HMI device. Objects are defined in a graphic editor and linked to control variables.

HMI software uses Ethernet TCP/IP connectivity and is therefore able to support decentralized WEB gate access as well as the exchange of application data between terminals, the transfer of recipes and protocols for variables and much more.

For the developed application, a simulation of the PLC variables (I/O, internal bits and words) and the graphical application can be performed with a RunTimer, before downloading the application to the device. This creates a condition window (top right) where all the exercise programs are validated. A webcam (bottom left) shows all activities on the unit.

Figure 4. IoT architecture for practical exercises
Conclusion and future challenge

The first experiences have shown that the interest and motivation of students for the tasks of automation engineering has increased significantly. Varied exercises reduce the degree of abstraction in programming tasks significantly and lead to a significant improvement of the examination results.

The developed internet-based architecture with its WEB server provides a good basis for location-independent access to all resources of the laboratory. The challenges of digitization in teaching is another focus of current research at the faculty. Re-search projects include, for example, the development of innovative assistance systems for evaluating learning progress based on artificial intelligence approaches and the introduction of an automatized booking service (Scheduler Tools). The resources of the laboratory are currently also being used by partners from industry and partners from universities as "Distance Learning".
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Abstract. The instability of Cameroon’s electricity network leads to recurrent power outages, which constitute a significant obstacle to socio-economic activity in the region [3]. This is also the case for the agricultural activities carried out by the GIC PROSER in the MEYO area of Yaoundé. The main objective of this work is to demonstrate a solution approach for an ecologically sustainable and relatively self-sufficient solar energy supply by GIC-PROSER, thus creating a prototypical model for other farms. For this purpose, a detailed calculation of the annual energy demand was performed. A first investigation was done in order to find out the potential of wind energy, but the wind speeds are not sufficient to provide enough electrical energy due to the location of the farm. Subsequently, a thorough and optimized planning of a solar generator was made, taking into account the solar radiation data of the area. Finally, an approximate of the economic efficiency calculation of this ecological generator was shown. This results in an annual demand of 25,647 kWh/a with a peak load of 12.8 kW. On the roofs of two farm buildings, 49 solar modules with 600 W each are to be installed, resulting in an output of about 29.4 kW. The solar generator (AC grid) provides an annual energy of almost 38,794 kWh. About 32% of this energy is consumed directly by the electrical equipment on the farm. About 55% can be used for battery charging. The annual surplus of produced energy, about 4,131.90 kWh, is fed directly into the grid. This leads to a degree of autonomy of 90%. This solar system costs about 16,000,000 FCFA (24,425 EUR) and it is amortized 11 years after its installation.
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Introduction

Today, the multipurpose space MEYO has several units such as: a nursery with 5,000 trees, two poultry production units with 2,000 chickens per 45-day wave, a banana plantation, one hectare of fruit trees, a feed production unit, a pigsty and a three-story residential building. All of these units are now operational. But the normal operation of the multipurpose farm depends on a sufficient and permanent supply of electrical energy. This is not the case in the multipurpose farm as well as in several small farms in the region. The direct consequences that can be identified are:
- Rapid aging of the multipurpose farm's electrical equipment.
- High electricity costs.
- Slowing down the economic dynamics of the multipurpose farm [4].

In addition, one of the current major difficulties is the planned relocation of the company from the current production site to a new and larger site, which is not yet covered by the electric utility. In order to overcome the various electrical problems of the multi-purpose enterprise of the GIC PROSER, different renewable energy systems have been implemented in this work. The drawing below shows an overview representation of the agro-complex of Meyo Farm. Here it is worth mentioning that the renewable energy sources drawn in Figure 1 are not yet present.

![Figure 1. Meyo multipurpose farm and system type of solar generator.](image)

**Requirements**

**Calculation of the energy demand of the multi-purpose farm.**

In the initial planning phase, all the equipment that consumes electrical energy was listed and classified according to the production unit of the multipurpose farm and the power of this equipment. The maximum average daily energy consumption of the multipurpose farm was approximately 70 kWh, considering the operating time of these devices. Then, the load management including the simultaneity factor was performed with the PV*Sol program, which reduced the peak power by about 8 kW. The PV*Sol simulation program was used to determine the annual energy demand of about 25,650 kWh and the peak power of 12.8 kWp for the multipurpose operation. In Figure 2.2 below, in addition to the annual energy demand, the distribution of the consumptions according to the production unit of the multipurpose farm over the months can be seen. It can be seen that in January, for example, about 1,300 kWh are consumed by the feed production compared to the energy demand of the pig production, which is about 150 kWh in this month.

![Figure 2. Summary of daily and annual energy demand with load management.](image)
Planning of the energy supply of the multipurpose farm with the help of solar energy (simulation with PVSOL).

Solar radiation spectrum and global radiation in Yaoundé.

The average global radiation in Cameroon is just over 3,000 hours of sunshine per year. In the more humid southern area (Yaoundé) of Cameroon, the average incident global radiation is about 1,600 kWh/m². For the planning of the solar power plant, data on solar radiation in Cameroon were imported into the simulation software PV*Sol.

The system type used in this was a grid-connected PV system with electrical loads with battery storage. The battery systems increase the degree of self-sufficiency of the whole system and in case of power failures an emergency power supply will continue to run for a certain time. The selected system is shown in Fig. 1.2.

Selection of the material, design of the modules and module interconnection.

On the roof of one of the company buildings, 28 solar panels with a nominal line 600 W rated power from Sun Day were installed, giving a solar generator power of about 16.8 kW. This power is much higher than the peak power required by the operation, which is 12.8 KW. An 18.7 kW- 3-phase inverter was used to interconnect the module (due to the existing three-phase machines for feed production). To support or increase the degree of self-sufficiency of the system was used three 48 V/200 Ah battery systems from the company Shenzhen UFO.

Dimensioning of the cables and circuit of the system

The program PV*Sol made it possible to enter the following information in the circuit during the simulation: (the length of the cable, the cable material, a variety of safety devices SS, LS, FI-S, TS, USS, as well as the meters (one or two-sided). Then the cable cross-section (DC or AC side) and the cable losses are calculated automatically.

Economic efficiency calculation

For an efficient calculation of the profitability of a PV system, cost balance, investment costs, financing, taxes, operating and transport costs have been taken into account. The feed-in concept was not integrated in the economic efficiency calculation, since there is still no law in Cameroon for compensation for electricity fed into the public grid [1].

Result

This system generates 22,123 kWh per year, which is 86.6% of the farm’s energy needs. 28.23% of this energy is used directly to meet demand. 55.9% is used to charge the batteries. Approximately 9,300 kWh of energy from the grid is used to power the photovoltaic
Planning of the energy supply of the multipurpose farm with the help of wind power.

A small wind turbine with a power of 10 kW was chosen as the second energy source. To determine the height at which the wind turbine should be planned, the first step was to determine the wind data at 10 m and 50 m above ground using wind atlas online tools. The results of the simulation allowed to make a calculation of the annual mean wind speed at 30 m height using the logarithmic boundary profile and the roughness factor. Then it was possible to determine the wind distributions (frequency Weibull and Rayleigh distributions) at this height. These wind turbines installed at 30 m height produce 24,496 kWh of energy in this region. Due to the poor wind data in the Meyo area, the planning of the wind turbine in island mode was no longer carried out, as it is very difficult to show a payback.

**Figure 4.** Wind conditions of the operating site

Optimization of the solar system

For the optimization, two three-phase inverters with 18.7 kW were used, a new south roof is equipped with 21 PV modules with a total power of 12.6 kWp. The total solar system has an output of 29.4 kWp with 21 modules each on the south roof and 28 modules on the north roof. For load optimization, the highest energy demand has a peak power of 12.8 kWp, which was between 07:00 and 13:00, was shifted by 3 hours, which seems feasible in terms of work organization. This can be seen from the red arrows in Figure 5.1 und 5.2.

**Figure 5.** Compilation of results after the optimization
Simulation result after optimization

The simulation results show that the direct energy consumption of the technical equipment in multifunctional operation almost doubled. It increased from 6,246 kWh/a to 11,515 kWh/a. The system generates 38,734 kWh. 29.7% of this energy, i.e., 45% of the energy demand of the multifunctional operation, this energy is used directly to meet the demand. 32% of the generated energy is used to charge the batteries. The energy purchase from the grid decreased from 9,301.60 kWh to 4,131.90 kWh (from 36% to 16%). This leads to an increase in the degree of autonomy from 66.6% to 90%. This solar system costs about 16,000,000 FCFA (24,425 EUR) and will be paid back after about 11 years after its commissioning.

Conclusion

The solar planning approach optimized in this work would have positive impacts on the multipurpose farm. These impacts are as follows: annual savings of about 1,700,000 FCFA (2,594 EUR), increased productivity which will help in the fight against malnutrition in the region, in increased economic efficiency, in diversification of production units, in rapid growth of the business, in increasing the number of trainees and in improving competitiveness.
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